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The Falsificationist View of Machine Learning

Machine learning pushes the frontiers of algorithmic achievements, though the 
striving for state-of-the-art performance often obscures the fragility of enforcing 
decisions amid uncertainty. This paper interprets machine learning within Karl 
Popper’s epistemology. We assess machine learning paradigms’ fit for falsification-
ism and argue that the new interpretation can improve robustness. Though the 
price is to accept unambiguous decisions, the restriction of the hypothesis space 
still adds value. The context for our work is established by comparison with similar 
techniques and highlighting its limitations.
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1. Introduction

Falsificationism (Popper 2002) provides a sobering view of scientific progress—an 
insight generally neglected by engineers. Applying modern scientific advancements 
requires making decisions in complex environments, but optimizing performance 
often sacrifices robustness.

Nassim Nicolas Taleb (2020, 2007) argues that the 21st century challenges hu-
manity with Black Swans—highly improbable events with considerable losses. Such 
events are the reality of solutions in medicine (Monti, Zhang and Hyvärinen 2020) 
or autonomous driving (Szemenyei and Reizinger 2019) – often powered by artificial 
intelligence (AI). Although researchers made notable progress in protecting neural 
networks against adversarial examples (Schott et al. 2018) and quantifying uncer-
tainty (Gawlikowski et al. 2021), the authors argue that the field could benefit from 
adopting Popper’s philosophy. That is, the process of falsification: a careful evalua-
tion of neural networks’ predictions.

The belief of obtaining reliable, task-specific models with a limited amount of 
data and the ever-increasing pressure to achieve state-of-the-art performance ob-
scure the fragility of the quest for perfection in a noisy setting: the need for a deci-
sion disregards whether the best solution is reliable and superior compared to the 
alternatives, resulting in notorious failures.

The Popperian flavor of mathematical methods is not unknown: statistical hy-
pothesis testing. (Gretton et al. 2007) provides conclusions based on falsifying 
hypotheses, and is applied, e.g., in software testing (Tóth et al. 2017). This paper 
examines modern machine learning methods in the falsificationist context, arguing 
that constraining the hypothesis space would improve decision quality and reliabil-
ity, as opposed to striving for an unambiguous decision.

Popper’s philosophy inspired several researchers in the sciences, even in the 
broad context of learning systems. Berkson and Wettersten (1984) showed that 
falsificationism can be seen as learning theory—nonetheless, differences were 
also highlighted, e.g., by comparing Popper’s degree of falsifiability and the Vap-
nik-Chervonenkis (VC) dimension of statistical learning theory (Corfield, Schölkopf 
and Vapnik 2009). Vasconcelos, Cardonha and Gonçalves (2018) utilized Popper’s 
philosophy for fair hiring decisions. 

Similar to Vasconcelos, Cardonha and Gonçalves (2018), we rely on falsifica-
tionism and utilize it in a broad sense. Namely, Popper’s claim—that probabilistic 
statements are neither verifiable nor falsifiable (Popper 2010)—would render his 
arguments invalid for probabilistic machine learning. However, defining a decision 
threshold for probabilities admits a falsificationst view of probabilistic systems. By 
drawing parallels to Popper’s philosophy, our goal is to motivate an epistemological 
view of machine learning. 

Although we start from a theoretical assessment, our conclusions focus on the 
practical. We claim that falsifying hypotheses can potentially reduce false predic-
tions and express uncertainty while providing additional information compared to 
traditional machine learning approaches. According to our best knowledge, this is 
the first work that interprets modern machine learning in a Popperian way.



The FalsiFicaTionisT View oF Machine learning

119

First, we discuss supervised, self-supervised, unsupervised, and reinforcement 
learning. We conclude that the Popperian approach is generally applicable. Since 
unsupervised learning lacks hypotheses, falsificationism can only apply if we have 
a priori assumptions about the representation. Our analysis contrasts classification 
and regression methods—pointing out that falsificationism naturally fits only the 
former, though techniques exist for the latter as well. 

Second, we compare the merits of falsificationism to other robustness-improving 
strategies, such as predicting confidence or using ensembles. Third, we address the 
case of adversarial examples to point out the limitations of our proposal. By provid-
ing an epistemological context for machine learning algorithms, we hope to inspire 
a discussion that improves the robustness of AI.

2. The falsificationist machine learning taxonomy

This section analyzes machine learning concepts from a falsificationist point of view, 
assesses their suitability for the paradigm, and also addresses practical implications.

2.1. Terminology

Machine learning algorithms constitute a mapping between different domains: the 
data fed to the network is called the input sample or observation, and the output of 
the network is the prediction (this can be discrete or continuous). When discrete, it 
is generally called a label/class, whereas prediction or action can be both. In the dis-
crete case, we speak of classification, in the continuous, of regression. The network 
learns and uses a (latent) representation, whereas the goal specified by the designer 
is prescribed by the objective/loss.

2.2. Supervised Learning

Supervised learning learns a mapping given pairs of inputs and desired outputs. 
Examples include image classification (the image is the input and the label is the de-
sired output) or stock price prediction (a time series is the input; the next element in 
the future is the desired output). The difference compared to rule-based algorithms 
is that, although we know the desired output, we cannot specify how to produce it 
from the inputs.

Classification

Standard algorithms maximize the correct class’s probability—incorrect labels can 
have arbitrarily close probabilities unless they are less than the correct one. The 
falsificationist interpretation requires that all incorrect labels’ probabilities are 
pushed toward zero—this is equivalent to maximizing the correct label’s probabil-
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ity. To contrast the differences, consider classification with three labels. Technical-
ly, the correct class is predicted as soon as it has the highest probability. However, 
this approach is agnostic to the difference to the second-highest probability: it 
considers the solution correct even if the three probabilities are 0.331, 0.33, and 
0.299 (the correct class having the highest probability). Minimizing the incorrect 
classes’ probabilities requires the highest possible difference, implying a notion of 
robustness.

This is similar to the loss (called hinge loss) of support vector machines (SVMs) 
(Schölkopf et al. 1999), where the model is incentivized to increase the correct la-
bel’s probability above the others plus a margin. As the margin goes toward one, 
we recover the falsificationist approach.

Pushing the label distribution to a Dirac delta is not novel—compare it with the 
review of Gawlikowski et al. (2021)—though its falsificationist interpretation is. 
We advocate for the falsificationist approach for a more reliable prediction and a 
safer failure. Namely, hard-to-classify samples could potentially have a predicted 
label distribution with multiple large entries. Driving any of those to zero—even 
if not leading to a definitive conclusion—can help to reduce the hypothesis class 
yielding (partial) suspension of judgment, since the output is a label set, but it is 
reduced.

Does this mean that the model does not provide added value? On the contrary, 
as the hypothesis space is reduced, the false certainty of a crisp decision is alleviat-
ed. Acknowledging the practical limitations, we should not deceive ourselves that 
algorithms can always make a good decision.

A similar approach to the falsificationist view in classification is set-valued pre-
diction, where a model generally outputs the labels with the k highest probabilities 
(Lapin, Hein and Schiele 2016; Mortier, Hüllermeier and Waegeman 2022). This 
approach reduces the hypothesis class in the same way as the falsificationist ap-
proach—one could also predict the labels above a specific probability threshold.

Regression

Regression differs from classification in having an infinite label set. Theoretically, 
this is no burden to adapt the falsificationist view on the predictions (possible the-
ories in the sciences are also uncountable), but it restricts practical applicability, as 
excluding infeasible options will not lead to the correct solution. To overcome this 
problem, one could divide the values into mutually exclusive categories—turning 
the regression problem into classification—but that would sacrifice resolution.

2.3. Unsupervised Learning 

Unsupervised algorithms—e.g., clustering algorithms such as k-Means or t-SNE 
(Van der Maaten and Hinton 2008)—utilize unlabeled information to extract a 
“good” representation that can be used to solve multiple downstream tasks—their  
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competitive advantage is avoiding the expensive labeling process. Since the de-
sired output is unknown, the only feedback about performance is via the objective 
function.

Architectures such as Variational AutoEncoders (VAEs) (Kingma and Welling 
2013) learn a representation and a generative model for, e.g., generating realistic 
images—i.e., there are no labels but a continuous reconstruction loss with a Kull-
back-Leibler divergence as inductive bias. Thus, a falsificationist interpretation does 
not apply to the predictions. We could treat models with an error above a threshold 
as falsified, but this would not bring us closer to the solution—it would reason about 
the reconstruction, not the representation. 

Moreover, reconstruction quality is only a necessary indicator of a high-quali-
ty representation. As Alemi et al. (2018) point out, even a meaningless latent rep-
resentation can produce good samples.

Thus, falsificationism is not practically applicable on the predictions, for we can-
not restrict the hypothesis space, similar to regression—lacking the desired output, 
we do not even know the hypothesis space. However, if we assume that the un-
derlying representation has particular (measurable and testable) properties such as 
independence, then evaluating such properties can be a basis for falsification. But 
the clear difference compared to any other paradigms is that the falsificationist view 
concerns the properties of the representation, not the predictions.

2.4. Self-Supervised Learning

Self-supervised learning (Lil’Log 2019) resembles supervised learning in the sense 
that labels are predicted from observations, except that the labels are generated by 
the model itself. This auxiliary labeling process can exploit unlabeled data (similar 
to unsupervised learning) and makes falsification feasible in some scenarios.

2.4.1. Generative Adversarial Networks (GANs)

GANs (Goodfellow et al. 2014) consist of a discriminator and a generator. The dis-
criminator distinguishes between real and generated (“fake”) images, whereas the 
generator’s role is to deceive the discriminator by producing realistic samples. The 
architecture casts generative modeling into binary classification, so falsificationism 
is applicable. Nonetheless, this bears no practical advantage as excluding one label 
means the same as accepting the other.

2.4.2. Contrastive Learning

Contrastive learning (Lil’Log 2021a; Chen et al. 2020) is the perfect practical ex-
ample of falsificationism. It learns a representation via an auxiliary classification 
task by combining samples with different (negative pairs) and same labels (positive 
pairs). Its objective incentivizes alignment, uniformity, and separability (Wang and  
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Isola 2020). By alignment, samples of the same class are forced to have a similar 
representation, whereas negative pairs are mapped to different latents, ensuring 
separability. Uniformity incentivizes evenly distributed representations in the latent 
space.

Positive and negative pairs reflect how scientists verify hypotheses. If the rep-
resentation (“the hypothesis”) is not able to match specific observations (the posi-
tive pairs), then it is necessarily wrong. Nevertheless, this is not sufficient; we can 
imagine that if all samples get mapped to the same representation (known as mode 
collapse), then the alignment is perfect, but the representation is meaningless. By 
enforcing different representations for negative pairs, they are “repelled” from each 
other, rendering them distinguishable.

The similarity is more evident via hard negative mining (Robinson et al. 2020), 
which collects negative samples with similar representations but different labels. 
Hard negative samples contain more information, so they help refine the decision 
boundary between classes and improve separability. Thus, hard negatives are more 
informative and have a higher degree of falsifiability.

2.5. Semi-supervised Learning

Semi-supervised learning combines supervised and unsupervised strategies (Lil’Log 
2021b) and (Lil’Log 2021a), relying on a large unlabeled and a much smaller labeled 
dataset. Some methods utilize both datasets simultaneously, whereas others rely on 
unsupervised data for representation learning (pre-training) and then deploy the 
labeled samples for fine-tuning.

Being a mixture of two paradigms, we can rely on the conclusions of the parts. 
Generally, supervised learning admits the falsificationist approach on the predic-
tion, whereas unsupervised learning does not—since in this case the representation 
is used for a supervised task, it might not be meaningful to discuss the falsifiability 
of the representation’s properties. Depending on classification/regression, the same 
considerations apply as above.

2.6. Reinforcement Learning

Reinforcement learning resembles how humans learn: a decision-making agent in-
teracts with its environment via its actions and receives a reward (feedback). As the 
agent does not have access to the optimal policy, which it aims to learn, it can com-
pare two actions only relatively, based on the received reward.

Actions can be discrete or continuous, so the classification and regression argu-
ments—discussed for supervised learning—apply. The only difference is that here 
we do not have the correct output. Nonetheless, we can utilize the same practical 
strategies to restrict the possible solutions (e.g., when predicting an action from a 
discrete set); thus, bearing the benefits of the falsificationist approach.
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3. Extensions

This section discusses strategies to increase the robustness of machine learning 
models. We assess how using “unknown” labels, confidence scores, uncertainty esti-
mates, and ensembles relate to falsificationist machine learning.

3.1. “Unknown” labels

Including a label for objects from unknown classes (usually denoted as UNK) in 
classification can signal uncertain decisions (Radford et al. 2019)—and makes the 
hypothesis space complete. This strategy is crucial in out-of-distribution (OOD) data 
(Yang et al. 2021), or the extreme case of changing environments, where not only the 
class probabilities change but also new classes are introduced.

One could argue that the UNK label expresses suspension of judgment. We believe 
this is partially true, since it can express that with a single prediction the output is 
inconclusive. However, it can fail for hard-to-categorize data. Imagine an animal 
classification task with cows, -cats, dogs, and UNK. Assume the prediction assigns 
0.501 to the “dog” and 0.499 to the “cat” label. Despite including UNK, a standard al-
gorithm would predict “dog,” although UNK expresses the uncertainty better. How-
ever, predicting UNK would neglect the information that the hypothesis space is 
restricted to dogs and cats (based on the probabilities of this example). The falsifica-
tionist view would suspend judgment and give the reduced label set “dog” and “cat.“

Still, it is beneficial to include the UNK label. Assume the same probability distri-
bution as before, but the object is a lion. Not including UNK would imply the object is 
a dog or a cat. Suspension of judgment is still the correct answer, but the hypothesis 
space of “dog” and “cat” would be incorrect. This example highlights that falsifica-
tionist machine learning and the UNK label are orthogonal: falsificationism makes 
the decisions more robust (even with sacrificing unambiguity) for a given hypothesis 
space, whereas the UNK label extends the hypothesis space to account for distribu-
tional changes.

3.2. Confidence scores

Confidence scores express prediction feasibility with a value in [0;1]. In object detec-
tion (Szemenyei and Reizinger 2019), when the number of objects can vary within 
scenes, confidence represents whether an object is present; thus, filtering out false 
positives is a compensation for the architectural bias that fixes the number of ob-
jects. In natural language applications—such as in Microsoft (2021)—their purpose 
is to estimate chatbot answer quality. We focus on the latter case.

Is a high confidence score necessary or sufficient for correct predictions? Assume 
an image of an animal resembling both a dog and a cat (which is not unrealistic). 
Our classifier predicts the label and its confidence and assigns a probability of 0.501 
to “dog” and 0.499 to “cat.” Assume that the prediction is correct; the image contains 
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a dog. Low confidence would be consistent with the probabilities (the same holds 
when the image is of a cat), though it would not contain additional value compared 
to the label distribution. Although high confidence would not contradict the correct-
ness of the prediction, it could not express the label distribution’s uncertainty. 

Thus, we conclude that confidence scores can be redundant to the label distribu-
tion for prediction quality assessment. Moreover, predicting confidence—similar to 
the UNK label—neglects information: a “dog” label with a confidence of 0.6 is less 
informative than outputting the label set “dog” and “cat” and requires an additional 
mechanism (to predict the confidence scores), whereas the falsificationist approach 
does not.

On the other hand, when confidence describes another property (e.g., the pres-
ence of an object as in the object detection case), it remains useful, as such infor-
mation is not contained in the labels. That is, if no object is present, predicting zero 
confidence scores for all classes could be a potential solution; however, including a 
separate class label of no object might also be sufficient.

3.3. Ensembles

Ensembles (also known as expert systems) pool different models to increase predic-
tion performance and reliability (Ţifrea, Stavarache and Yang 2021; Pathak, Gandhi 
and Gupta 2019; Masegosa 2020) with multiple strategies, e.g., consensus or majority 
vote for classification and weighting for regression.

If the models agree, their prediction is accepted. In the case of classification, 
this means that all/most models predict the same label, whereas regression needs a 
tolerance (e.g., to assess whether the predictions are “close enough”). On the other 
hand, the prediction is falsified when one model draws a different conclusion. Even 
in that case, the set/range of predictions for classification/regression could be used 
as the reduced hypothesis space—a clear practical advantage.

Ensembles can potentially assess representation quality in unsupervised learn-
ing (what we want to extract) instead of proxies, such as reconstruction quality. 
Even beyond testing properties of the representation (such as independence), it 
might also be possible that an ensemble can identify models with good representa-
tion but poor reconstruction through raising a flag if all ensemble members report 
equivalent representations but possibly suboptimal reconstruction quality—such as 
VAEs with a good encoder but a poor decoder (Alemi et al. 2018). However, this re-
quires a unique representation (or a correction for invariances) since generally it is 
not guaranteed that even the same neural network learns the same representation 
when trained multiple times.

3.4. Uncertainty estimates

Probabilistic machine learning quantifies the prediction’s uncertainty via probabil-
ity distributions’ variance/entropy instead of single-point estimates (Gawlikowski 
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et al. 2021). We acknowledge that these methods improve robustness and argue for 
their use in the falsificationist framework. Instead of “only” assessing uncertainty, 
the available information can also restrict the hypothesis space. For example, the 
variance in regression can describe a feasible interval.

4. Limitations

Although falsificationism can improve the robustness of machine learning by inter-
preting the predictions differently (perhaps with a change of objective function but 
the same architecture), it is not the Holy Grail.

We see falsificationism as a means of improving predictions’ reliability near the 
decision boundary—where multiple options are possible. On the other hand, adver-
sarial examples—samples malevolently modified by exploiting the networks’ com-
putational properties to trick the model into believing that the sample belongs to a 
different class—will have a negative effect, unless a defense is put into place. This is 
irrespective of using the falsificationist approach or not. Namely, such examples ex-
ploit the model’s properties, and as falsificationism does not change the architecture 
but mainly the interpretation of the predictions, it has no means to defend against 
adversarial attacks automatically.

5. Conclusion

This paper draws inspiration from Karl Popper’s falsificationist philosophy and in-
vestigates its applicability to the predictions of machine learning models. We con-
trasted theoretical and practical arguments and reinterpreted existing machine 
learning methods. Our main conclusion is that—mainly by interpreting the predic-
tions differently—it is generally possible to adapt the falsificationist view. 

Moreover, we voiced our support for doing so, as the deployment of machine 
learning in critical systems requires robustness—we believe that starting to think 
with the falsificationist mindset could help achieve this goal.
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