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Recommendation engines are commonly used in the entertainment industry to 
keep users glued in front of their screens. These engines are becoming increasing-
ly sophisticated as machine learning tools are being built into ever-more complex 
AI-driven systems that enable providers to effectively map user preferences. The 
utilization of AI-powered tools, however, has serious ethical and legal implications. 
Some of the emerging issues are already being addressed by ethical codes, devel-
oped by international organizations and supranational bodies. The present study 
aimed to address the key challenges posed by AI-powered content recommenda-
tion engines. Consequently, this paper introduces the relevant rules present in the 
existing ethical guidelines and elaborates on how they are to be applied within the 
streaming industry. The paper strives to adopt a critical standpoint towards the pro-
visions of the ethical guidelines in place, arguing that adopting a one-size-fits all 
approach is not effective due to the specificities of the content distribution industry. 
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1. Introduction

In 2007, a new kind of service was introduced in the United States that allowed 
members to watch movies and television shows instantly in an online environment 
(URL 1). The service was called Netflix and initially launched with 1000 titles and 
with the aim to become a competitor of traditional DVD-rental services. As we now 
know, the new business model revolutionized the entertainment industry, allow-
ing users to access a massive catalogue of audiovisual works from the comfort of 
their couches. Demand has grown massively year on year, with Netflix re 203.66 
million subscribers in 2021 (URL 2). The service has not only proven to be a wildly 
successful business model, but streaming content online has become a cultural phe-
nomenon that has even given rise to its own slang terminology, consisting of terms 
such as ‘Netflix and chill’ and ‘binge-watching’ (URL 3). Binge-watching is a term 
that refers to the phenomenon of watching multiple episodes of a television pro-
gramme in rapid succession (URL 4). This is a common practice; according to a sur-
vey conducted in 2013, 61% of Netflix users binge-watch TV series regularly (URL 
5). Several research studies have indicated that binge-watching can be a harmful 
phenomenon at the level of the individual, stating that such a viewing pattern may 
lead to addiction symptoms (Riddle et al. 2018) similar to “other behavioural addic-
tions, such as loss of control and pleasure anticipation” (Forte et al. 2021, 1) but also 
depression and polarization. However, the interest of the streaming service provid-
ers is to fuel binge-watching to enhance users’ screen time and to develop stronger 
user engagement, all with the purpose of realizing more revenue. Among various 
other tools, stronger user engagement is achieved by recommending more content 
to watch; preferably content that spikes the individual user’s interest, leading to 
their further consumption. It is not a coincidence that when we watch content on 
a platform (not only on Netflix but on Hulu, Amazon Prime and even YouTube) 
we keep bumping into other interesting content. Sometimes we may feel that ser-
vice providers are reading our minds and know exactly what we want (or what we 
think we want). However providers are not using some mind-reading magic, they 
are using something perhaps even better: recommendation engines. Recommen-
dation engines are commonly used in the entertainment industry to keep users 
glued in front of their screens. These engines are becoming increasingly sophisti-
cated as machine learning tools are being built into ever-more complex AI-driven 
systems that enable providers to effectively map user preferences. The utilization 
of AI-powered tools, however, has serious ethical and legal implications, and not 
just exclusively limited to the field of content distribution. Some of the emerging 
issues are already being addressed by ethical codes, developed by international 
organization and supranational bodies. The present study aimed to address the key 
challenges posed by AI-powered content recommendation engines. Consequently, 
this paper introduces the relevant rules present in the existing ethical guidelines 
and elaborates on how they are to be applied within the streaming industry. The 
paper strives to adopt a critical standpoint towards the provisions of the ethical 
guidelines in place, arguing that adopting a one-size-fits all approach is not effec-
tive due to the specificities of the content distribution industry. 
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2. “We have to go back” – A brief history of recommendation systems

Recommendation engines are not new inventions, actually they have been around 
for almost two decades. Knowing how these recommendation systems work can en-
able us to map the issues that may arise due to their widespread application. It is im-
portant to note that this study only gives an outline sketch of the functioning of these 
systems, it does not strive to give a specific or comprehensive analysis. Descriptions 
thus may be restricted to general outlines of the concepts discussed, but this level of 
interpretation should provide the reader with the necessary background to assess 
the extent of the issues related to AI-powered recommendation systems. At a basic 
level, recommendation systems consist of machine learning algorithms, which are 
a subset of AI. “Machine learning is a method of data analysis that automates ana-
lytical model building. It is a branch of artificial intelligence based on the idea that 
systems can learn from data, identify patterns and make decisions with minimal 
human intervention” (URL 6). The machine learning algorithms used to build rec-
ommendation systems can be categorized based on the method they use for filter-
ing. Three categories can be identified from the perspective of the filtering method: 
content-based, collaborative and knowledge-based filtering. The first recommenda-
tion systems implemented content-based filtering, while the more advanced ones 
applied collaborative-filtering methods. Further, the early recommendation engines 
relied solely on user ratings when making suggestions.

2.1. Content-based filtering

Content-based filtering is a filtering method based, on the one hand, on assigning 
features/descriptors to every content in the database and, on the other hand, on pro-
filing a user’s behaviour using data extracted from the explicit user contributions 
(rating previously accessed titles or keyword searches). In this model, the user feeds 
the recommendation system with relevant information, which is used to generate a 
user profile. The recommendation system assigns items to the list of search results or 
recommended titles if there is a match between the descriptive attributes of certain 
media content (movies or series) and the characteristics of the media content used 
to build the user profile. Aggarwal describes the operation of these systems through 
providing the example of a user called John who gave a high rating to the movie 
Terminator (Aggarwal 2016, 14). As the descriptors of Terminator match the majority 
of the genre keywords for Alien and Predator, these movies will be recommended to 
John (Aggarwal 2016, 14). The following figure illustrates how the system works:

The advantage of content-based recommendation systems is that they do not need 
a particularly large dataset, as the recommendations are specific to a certain user. 
These systems are, however, limited, as they only recommend items with similar 
properties. Sticking to the example of John, if he prefers the genres science fiction, 
horror and action, he will never be recommended The Crown, a historical drama 
series. This is considered to be a disadvantage as it “tends to reduce the diversity of 
the recommended items” (Aggarwal 2016, 15). 
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Figure 1. Example of a content-based recommendation system (Source: URL7)

2.2. Collaborative filtering

Collaborative filtering utilizes other users’ profiles when making recommendations. 
The main idea behind these systems is that when users have displayed similar inter-
ests and rating patterns in the past, it is likely they are going to have similar prefer-
ences in the future. In the 1990s, there were attempts to predict user preferences in 
order to tailor search result lists and recommendations with collaborative-filtering 
methods. One of the first recommendation engines was GroupLens, which was used 
as collaborative-filtering system for Usenet news. A pilot trial was performed which 
started by inviting users from selected newsgroups to rate pieces of news on a scale 
of 1–5 (Konstan et al. 2000). Ratings then were used to generate predictions embed-
ded into the recommendations. Later, service providers enhanced their systems, 
adding more relevant factors to the assessment matrix. For instance, besides active 
and explicit user contributions (ratings), providers started to incorporate active but 
implicit contributions to their recommendation engines (such as an assessment of 
the user’s clicking history or watching time). 

Figure 2. Example of a collaborative recommendation system (Source: URL 7)
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Naturally, this is also a simplified description of collaborative filtering, but for the 
purpose of this study, it is enough. Modern recommendation engines do not use a 
clean version of the described filtering methods; indeed, the majority of the existing 
recommendation engines combine elements of different filtering techniques. These 
recommendation engines are often called hybrid recommendation systems. 

3. “The truth is out there” – How AI-powered recommendation  
engines work in a nutshell

At this point one may ask why are AI-powered recommendation systems the focus of 
interest all of a sudden, if the base technology, i.e. machine learning algorithms, has 
been around for decades? Perhaps because AI has only recently reached the level 
of development that makes their functioning comparable to human thinking and 
allows them to perform tasks requiring (close-to-) human intelligence. There are 
many definitions of AI, but there is one common element in all of them: AI should 
be able to mimic intelligent human behaviour. For the purposes of this study, we use 
the working definition set out by the European Commission’s Communication on AI 
(URL 8). According to the proposal:

“Artificial intelligence (AI) refers to systems that display intelligent behaviour by 
analysing their environment and taking actions – with some degree of autonomy 
– to achieve specific goals. AI-based systems can be purely software-based, acting 
in the virtual world (e.g. voice assistants, image analysis software, search engines, 
speech and face recognition systems) or AI can be embedded in hardware devices 
(e.g. advanced robots, autonomous cars, drones or Internet of Things applications).”

However, AI is not a uniform technology, in fact there are several categories of 
AI, depending on their level of independence and scope of functioning. Colloquially, 
AI is often identified with what Kurzweil called “strong artificial intelligence (SAI)” 
(Kurzweil 2005). Here, SAIs are considered intelligent agents that are able to per-
form any intellectual task a human, in other words, it refers to conscious machines 
with full human cognitive abilities (URL 9). However, it has been stated that when 
singularity is reached, machine intelligence will exceed human intelligence; thus 
humans will become unable to understand and control technological development 
(Kurzweil 2005). Although technology can develop at a frightening speed, SAI yet 
remains within the domains of science fiction. The majority of AIs currently in use 
correspond to the notion of narrow artificial intelligence (NAI), as also introduced 
by Kurzweil (URL 10). NAI systems are only capable of performing specific tasks – 
albeit with high efficacy – but they lack the cognitive complexity of human thinking. 

Due to the exponential development in the areas of algorithm programming, 
computational power and the availability of massive, easily accessible and transfer-
able data pools, AIs have undergone unprecedented development in the past couple 
of years. Advances in building deep neural networks have led to the invention of 
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deep learning, which is a subcategory of machine learning. The connection between 
AI, machine learning and deep learning are shown in the figure below: 

Figure 3. The connections between AI, machine learning and deep learning. Source: 
(Cambridge Consultants 2019)

Deep learning is a machine learning technique that uses artificial neural net-
works, which mimic the structure of the human brain (Cambridge Consultants 2019, 
20). Deep learning techniques are now applied within the most advanced recom-
mendation systems, like Netflix’s.

4. “Winter is coming” – The risks recommendation systems pose to 
certain fundamental rights

A key aim of this study was to assess the ethical issues related to recommendation 
systems through the lens of human rights. A human-rights-based approach is rele-
vant, because fundamental rights are core values that are recognized globally and 
are set out by various international legal instruments. Furthermore, legal instru-
ments adopted within the European Union, for instance, are all rooted in these fun-
damental rights, and all the institutions of the EU and its Member States are bound 
to abide by Charter of Fundamental Rights of the EU (2012). The human-rights-based 
approach is favourable for one more reason: the EU’s Ethics Guidelines for Trust-
worthy AI (AI HLEG 2019) and the proposed AI Code (URL 11) share the view that a 
human-rights-driven approach is the key to building trustworthy AI. There are some 
approaches that take into account the human rights dimensions of recommendation 
systems (but do not focus solely on the fundamental rights aspects of AI-powered 
recommendation systems). Milano et al. suggest a taxonomy in which recommen-
dation systems are categorized along two dimensions (Milano et al. 2020). The first 
dimension catalogues the risks identified in connection to recommendation systems 



Ethical and lEgal implications of using ai-powErEd rEcommEndation systEms in strEaming sErvicEs

69

based on whether they negatively affect the utility of some stakeholders or constitute 
a rights violation. The second dimension categorizes risks based on the severity of the 
impact: some may cause immediate harm, while some only cause an exposure to the 
future risk of harm. This study focuses solely on the rights dimension of the recom-
mendation system-related risks. It has to be noted though that some overlaps may be 
observed between some elements of these categories. For example, inaccurate recom-
mendations are normally considered a utility issue, yet if they persistently appear on 
a larger scale, there is an inherent risk of rights violation (such as unfair treatment). 
In 2018, controversy revolved around Netflix personalizing movie posters shown to 
users. The company was accused of personalizing the movie poster selection based 
on ethnicity, as black viewers were presented posters featuring black cast members 
(URL 12). What seemed to be at first just a flaw in the algorithmic design turned out 
to be a risk to the principles of equality and non-discrimination. 

Fundamental rights are impacted by AI-powered recommendation systems ex-
tensively; the following rights are particularly affected:

 – Dignity – human autonomy
 – Integrity
 – Privacy
 – Freedom of information 
 – Equality, non-discrimination
 – Diversity.

Projecting the ethical issues identified through a literature review onto the cata-
logue of fundamental rights laid down in international legal instruments (especially in 
the Charter of Fundamental Rights of the European Union), the following risk map was 
drawn up. However it must be borne in mind that the identified risks intertwine and 
some of the identified risks affect different rights (especially the lack of transparency).

Affected right Risk

Dignity – human autonomy Lack of transparency – black box

Integrity May lead to addiction
Inappropriate content

Privacy

User profiling and data leakage
Data publishing
Algorithm design
User interface design
Experimentation on user groups

Freedom of information Filter bubble
Lack of transparency – black box

Equality, non-discrimination
Activity bias
Algorithmic bias
Cognitive bias of the user

Diversity Lack of transparency – black box with lack 
of diversity in the recommendations

Table 1. Risk map of AI-powered recommendation systems
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4.1. Dignity – human autonomy

Human autonomy when the user browses the system to choose media content to 
consume is a mirage to some degree, because the options recommended by the al-
gorithm are filtered media content, deemed to be relevant for the individual user 
by the recommendation system. Such filtering limits the list of available options, 
thereby in reality curbing the users’ freedom of choice. 

The functioning of recommendation systems remains hidden from the user, with 
such tools operating in the background, unnoticed as part of the user experience. 
Algorithmic decision-making tools – not limited to recommendation systems – in 
fact work as a ‘black box’ (Pasquale 2015) system, where users cannot tell why and 
how the system generated one specific output. One reason behind this is the fact 
that we are talking about sophisticated program codes and complex mathematics 
often guarded as trade secrets of the provider. One may argue that the release of the 
source codes does not really carry relevant information to the general public. The 
European Union Agency for Fundamental Rights’ (FRA) report highlights that one 
aspect of preserving human dignity is to inform people about the use of AI, enabling 
them to provider informed consent (FRA 2020, 60). Transparency in the case of AI 
thus equals explicability: Knowledge of the principles of functioning and the factors 
that were taken into consideration when compiling the list of recommended content 
that would be enough to contribute to user awareness and to allow them to reach 
informed consent. 

4.2. Integrity 

According to the Charter of the Fundamental Rights of the EU, the right to integri-
ty of the person means respect for one’s physical and mental integrity. Research 
shows that the use of recommender systems paired with psychological factors, such 
as a lack of self-control or lack of self-esteem complemented with certain motives 
(the motive of information seeking) can lead to excessive usage (Hasan et al. 2018). 
Excessive internet usage and content consumption are known can have negative 
impacts on individuals’ psychosocial well-being (Young 2004.), and can have nega-
tive consequences on individuals, such as emotional problems, relational problems, 
sleep-difficulties and performance problems (Andreassen 2015). Recommender sys-
tems that are designed to manipulate users – sometimes with subliminal techniques 
– thus may adversely affect the users’ mental integrity. 

Inappropriate content (Milano et al. 2020) may also have negative impacts on a 
person’s integrity, although there is no common understanding what the term ‘inap-
propriate content’ means. Inappropriate could mean content that is erroneously sug-
gested, contradicting a user’s preferences and predictions reached by analysing the 
factors assessed by the recommendation system. Inappropriate can also mean that 
recommendations are not culturally appropriate for the individual users or certain 
user groups (Souali et al. 2011). This was the case when the Christian community of 
Brazil petitioned to remove the movie titled The First Temptation of Christ from Net-
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flix’s catalogue because it portrayed Jesus as a homosexual figure (URL 13). Inappro-
priate can be also interpreted in terms of certain vulnerable audience groups, such 
as minors. The popular American teen drama titled 13 Reasons Why was severely 
criticized for romanticizing suicide, yet it appeared on the lists of recommendations 
of teenage users. The show is very popular among adolescents, although it could 
pose a serious risk for mentally unstable people, or people with mental health is-
sues (URL 14). There are rules in the European audiovisual media regulation which 
aim to restrict the free flow of content that is detrimental to minors. For instance, 
content that can cause serious harm to the physical, moral or mental development 
of children should be restricted to adult audiences. This is an obligatory provision 
of the AVMS Directive since 2010 and applies to on-demand streaming providers as 
well, pursuant to which they must tune their recommendation systems to take into 
consideration the user’s age and the parental control settings.

4.3. Privacy

Privacy is one of the key challenges identified and the protection of personal data is 
the most cited fundamental right in the AI-related discourse. The right to privacy has 
paramount importance in the case of recommendation systems, which profile users 
to fine-tune content recommendations. The factors that are taken into consideration 
by recommendation systems – introduced in Section 1. – are designed with regard to 
the availability of user data. There are five problematic areas that were identified in 
relation to recommendation systems by Paraschakis, three of which (1. 2. and 5.) are 
privacy related (Paraschakis 2017):
 

1. user profiling and data leakage 
2. data publishing
3. algorithm design 
4. user interface design
5. experimentation on user groups.
 

Paraschakis draws attention to the fact that behavioural profiling is often done 
without acquiring informed consent, as privacy notices hidden behind hyperlinks 
that follow “I consent” checkboxes often remain unread by the user (Paraschakis 
2017). Unsolicited data collection is also common, because user profiles are gen-
erally enhanced with data obtained from external sources, such as cookies, social 
networks or information brokers, despite the fact that the integration of external 
sources can lead to vulnerability and could lead to data breaches. Friedman et al. 
consider the actions of external adversaries who attempt to de-anonymize data 
one of the biggest privacy-related risks to recommendation systems (Friedman et 
al. 2015). Paraschakis adds that companies often release large datasets from their 
services that contain private data. Although personally identifiable information 
(such as names and email addresses) are anonymized, there are quasi-identifiers 
(birth date, gender, location) that can be combined to identify users. Companies 
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also often test new versions of their recommendation systems on randomly se-
lected user groups. The most popular method for testing new algorithms is A/B 
testing, in which two variants of the same webpage is shown to different user 
groups (a control and treatment group). A famous example of such an experiment 
is research conducted through Facebook as part of an emotion experiment in 2014 
(Kramer et al. 2014). In the experiment, members of different user groups were 
shown differently curated news feeds. Users who were shown more positive posts 
reported feeling happier, while the people who had seen negative images more 
frequently felt unhappy and showed signs of depression. Besides the issue of the 
unethicalness of the experiment, the research also drew attention to the lack of 
informed consent of the users, who weren’t informed prior to the experiment that 
they were part of such a research, or of the handling of their personal data for the 
purposes of the research. 

4.4. Freedom of information, freedom of expression

Freedom of expression involves freedom of information and means the right to 
receive and impart information and ideas without interference. Yet, the main ob-
jective of recommendation systems is to interfere with the flow of information by 
selecting relevant information (or information considered relevant) for each indi-
vidual user, with the aim to enhance the user experience and promote engagement. 
By consuming overly-personalized media content, users can easily become isolated 
from media content that is outside their comfort zone and ideas different from their 
own ideology, resulting in them getting stuck in cultural and ideological bubbles, 
named filter bubbles (Pariser 2011.) The user may not necessarily notice getting into 
such a filter bubble due to the elaborate design of the filtering system and the lack 
of transparency.

It is important to examine the operation of recommender systems from the per-
spective of the content creators (artists) as well. Streaming services are generally 
good platforms for emerging creators and narrow-niche genres, because stream-
ing service providers facilitate the worldwide (or regional) distribution of audio-
visual works of any genres, and as audiences can find media content that is often 
not available through traditional distribution. Due to the long-tail effect (Anderson 
2006), offering niche content is profitable for streaming service providers. Howev-
er, these providers are also in a gatekeeper position, in that they have a direct im-
pact on the media content they make available to the public (Koltay 2019, 82). This 
means that streaming service providers can arbitrarily control what gets popular 
and what gets lost among the myriad of content, reducing the visibility of certain 
creators and widening the gap between well-known global studios and smaller 
studios making art films or niche movies. We do know that some creators sign 
deals with streaming providers to produce, to distribute and even to feature their 
works, resulting in a further imbalance between the larger and richer and well-
known outlets and the small studios. In this system, service providers have little to 
no regard to the credibility of the information conveyed, blurring the boundaries 
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between fictional works and documentaries, which carries the risk that, due to the 
fact that they can reach millions of people, they can amplify the spread of false or 
misleading information. Netflix received harsh criticism for signing a deal with 
Gwyneth Paltrow’s Goop, which is known to feature a pseudoscientific lifestyle 
documentary (URL 15), but was also criticized for producing a similar documen-
tary series titled Down to Earth with Zac Efron (URL 16), and for the documentary 
Seaspriacy, which was accused of containing misleading claims about commercial 
fishing (URL 17).

4.5. Equality, non-discrimination

The Charter of Fundamental Rights of the EU (2012) considers all people equal and 
sets out that any discrimination based on protected characteristics – such as sex, race, 
colour, ethnic or social origin, genetic features, language, religion shall be prohibit-
ed– (Article 21). Furthermore, it sets out that the EU shall respect cultural, religious 
and linguistic diversity (Article 22). However, recommendation systems are biased by 
design, as they draw up patterns, which they then use to generalize users. The FRA’s 
report also draws attention to the fact that the “very purpose of machine learning 
algorithms is to categorize, classify and separate” (FRA 2020, 68). Baeza-Yates differ-
entiates between three types of biases that characterize recommendation systems and 
distort the list of recommended media content (Baeza-Yates 2020):

1. Activity bias, which refers to the distorting effects of the attributes that are 
automatically assigned to users upon browsing and searching, such as gender, 
age, location, language of the service.

 2. Algorithmic bias, which refers to the distortion that can be traced back to the 
programming of the algorithm. Recommendation systems work with sets of 
variables, weigh each factor and rank each property differently, where the 
principles of weighing and ranking are coded into the system by program-
mers having their own biases. One form of algorithmic bias is observation 
bias (Farnandi et al. 2018), which refers to the feedback loops generated to 
specific groups of users. The term “feedback loop” has been used in software 
development for some time now and it refers to a situation where the outputs 
of a system are loaded back to be used as inputs. Using the outputs generated 
by the system as teaching data amplifies bias and leads to the development 
of filter bubbles (Mansoury et al. 2020; Jiang et al. 2019). Observation bias is 
also caused by population imbalance (Farnandi et al. 2018), whereby existing 
social patterns are reflected in the system’s decisions. Observation bias can 
mostly occur during the application of collaborative-filtering tools, which rely 
on interpersonal relationships (other, similar people’s preferences) to filter 
information (Bozdag 2013). Bozdag also mentions popularity bias – which 
means popular content often gets highlights and thus gets even more popular 
– hindering the diversity of recommendations. 



74

3. The cognitive biases including confirmation bias and other behavioural biases 
of the user, which also affect the functioning of the recommender system, as 
the user is able to tune and teach the system through his or her choices. Un-
conscious decisions are taken into consideration by the recommender system, 
leading to the formulation previously discussed filter bubbles. According to 
Pariser, confirmation bias is often enhanced by personalization algorithms, 
because consuming information or media content that conforms to one’s taste 
and ideology causes pleasure (Pariser 2011), while diverse opinions and con-
tent can lead to cognitive dissonance. 

4.6. Diversity 

The entertainment industry has often been described as an industry fuelling block-
buster culture. (Anderson 2006.) The term ‘blockbuster’ has been used for movies 
since the 1970s (one of the first blockbusters was Steven Spielberg’s Jaws) and refers 
to fast-paced and exciting movies, that tend to generate interest beyond the cinema 
(Shone 2004) and are capable of reaching an extremely wide audience (see the Mar-
vel Cinematic Universe). Although there is a vast amount of available audiovisual 
works, there are only a limited number of blockbusters. AI-powered recommenda-
tion systems may have the effect that they “reinforce the popularity of already popu-
lar products” (Fleder et al. 2009, 679), as they are more likely to appear on the top of 
the list of recommendations and in the list of many difference audience categories. 
However, it is also argued that these systems can enable members of the audience 
to find niche content (Anderson 2006). 

It is worth highlighting that the promotion of European audiovisual culture with 
regulatory tools is not unbeknownst in EU law, and in fact it is an obligation already 
present in the Audiovisual Media Services Directive (AVMSD). The AVMSD explicitly 
obliges on-demand service providers (such as Netflix and other streaming service 
providers) to foster the European audiovisual culture and movie industry by reserv-
ing at least a 30% share of European works in their catalogues (Article 13). Addition-
ally, the providers also have to ensure the prominence of those works. 

Mehrota et al. (2018) point out that modern recommendation systems serve 
two-sided markets, so algorithms must be optimized in a way to take the interest of 
the supply side (artists) into consideration as well. 

5. “To boldly go…” – Ethical codes as tools to tackle the challenges of AI

The risks of AI have been recognized by several international organizations. In re-
cent years, several AI ethical codes have been drafted to mitigate these risks. Notable 
examples are the following: 

 – The Ethics Guidelines for Trustworthy AI of the European Commission’s 
High-level Expert Group (AI HLEG 2019) on Artificial Intelligence;
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 – The OECD’s Recommendation of the Council on Artificial Intelligence (OECD 
2019);

 – The Beijing AI Principles drafted by the Beijing Academy of Artificial Intelli-
gence (BAAI 2019); and

 – Guidelines adopted by the IEEE Global Initiative on Ethics of Autonomous 
and Intelligent Systems  titled “Ethically Aligned Design: A Vision for Prior-
itizing Human Well-being with Autonomous and Intelligent Systems” (IEEE 
2019).

This paper discusses two of these guidelines in detail: HLEG’s Ethics Guidelines 
and the OECD’s Recommendation as these instruments are the most relevant from 
the perspective of the EU’s legal framework. Additionally, it has to be noted that all 
the ethical codes are surprisingly similar to each other as they grasp AI from the 
same perspective, whereby they place values such as trustworthiness and fairness 
at the centre. This section not only gives a detailed description of these guidelines, 
but specifically highlights which provisions are relevant in terms or recommenda-
tion systems and why. The second part of this section then provides constructive 
criticism of the ethical codes discussed.

5.1. How do ethical codes drive the future of AI? 

The OECD’s Recommendation of the Council on Artificial Intelligence sets out 5 val-
ue-based principles for a responsible stewardship of trustworthy AI. The principles 
for AI are that it should operate in line with:

 – The pursuit of inclusive growth, sustainable development and the well-being 
of humankind.

 – Human-centred values and fairness. This principle includes due considera-
tion for the rule of law, human rights and democratic values. In order to abide 
by this principle, specific mechanisms and safeguards should be implemented 
into AI systems, such as a capacity for human determination.

 – Transparency and explicability. 
 – Robustness, security and safety. 
 – Accountability. 

These five principles are targeted towards those driving the development of AI, 
such as those who design and operate systems. To complement these five principles, 
complementary recommendations were added for policy-makers to take into con-
sideration. 

The HLEG’s guidelines characterize trustworthy AI as meaning lawful, ethical 
and robust. The EU’s AI ethics principles are rooted in the respect for fundamental 
rights, and thus the ethical principles set out by the guidelines are based on tangible 
rights set out by existing international legal instruments. The guidelines list 4 ethical 
principles, terming them ethical imperatives:
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1. respect for human autonomy
2. prevention of harm
3. fairness
4. explicability.

Respect for human autonomy means that humans must be able to maintain 
self-determination over themselves and are entitled to be protected from manip-
ulation, coercion, deception and conditioning: AI systems thus should refrain from 
applying techniques that manipulate human beings and should be designed to rath-
er augment, complement and empower human skills. The principle of prevention of 
harm means that AI systems should be designed to protect human dignity, as well 
as mental and physical integrity, which is basically the ethical implementation of 
the first law of robotics, made famous by Isaac Asimov in his work of science fiction 
I, Robot (Asimov 1950). The principle of fairness means – among others – that AI 
systems should ensure that individuals and groups are free from unfair bias, dis-
crimination and stigmatization. Explicability means that the processes should be 
transparent and an explanation should be provided why the system reached a par-
ticular decision, in order to build and maintain the user’s trust. 

The issues that were in identified in relation to how recommendation systems 
affect certain fundamental rights are also risks to the principles set out by the ethics 
codes. The Ethics Guidelines for Trustworthy AI sets up a non-exhaustive list of re-
quirements to achieve trustworthy AI, which are all relevant to mitigate the risks of 
AI-powered recommendation systems to fundamental rights as long as the industry 
players are willing to align their behaviour to them. The list of requirements con-
sists of requirements such as human agency and oversight, technical robustness and 
safety, privacy and data governance, transparency, diversity. However as argued in 
the next subsection ethical principles and requirements do not create domain-spe-
cific obligations and are not enforceable thus they are not sufficient tools to alleviate 
concerns.

5.2. Critical remarks concerning the ethical codes

A criticism that is often voiced towards codes of ethics in general can be projected to 
AI specific codes as well; namely that ethics codes tend to be the results of long ne-
gotiations between industry members and the industry members and state actors, 
where the end text is almost always a result of many compromises. This tends to 
lead to a set of diluted norms, stripped down to the most important core values and 
principles recognized by all parties. Setting common values are important elements 
of marking out a normative framework, but they are not very effective if the norms 
that should fill the frames are missing. 

Given their nature, ethical principles tend to be worded vaguely, making the 
norms set out overbroad. Here, the values and principles set out by the AI ethical 
codes are important elements of a normative framework, but not exactly AI specif-
ic. Héder notes that the provisions set out in AI ethics guidelines can be applied to 
any novel technology; for example, if one were to change the term “AI” to the term 
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“water boiler”, the guidelines would still be interpretable (Héder 2020). Indeed, the 
majority of the discussed principles have been set out already in different scientific 
areas, such as bioethics. There is also the issue of general documents not being able 
to react to domain-specific issues in an appropriate manner. NAIs are used in sever-
al sectors nowadays, ranging from application in autonomous vehicles to facial rec-
ognition. Although they have common elements that can be addressed by horizontal 
codes of ethics, they also pose special challenges that are not dealt with by general 
ethics codes. For example, freedom of information is a right that is significantly im-
pacted by AI-powered recommendation systems, meanwhile it is almost completely 
irrelevant in the case of autonomous weapons systems, in which case the right to 
life has more relevance. Current ethical codes are thus unable to tackle those issues 
that stem from the specific functions that AIs applied in specific areas have, thus 
suggesting regulatory blind spots exist. 

As these codes are often too vague, they are unable to influence the signatories’ 
behaviour when it comes to real-life application. As these are soft-law instruments 
and do not contain tangible obligations, abiding by the norms and the manner in 
which compliance is realized is largely dependent on the willingness of the mem-
bers of the industry. The lack of mechanisms for creating compliance is a particular 
weak point of ethics codes according to many scholars (Hagendorff 2020; Larsson 
2020). Without setting out mandatory rules to oblige parties to a certain conduct or 
to refrain from certain behaviours, there is no way to impose sanctions on those 
who fail to act in accordance with the principles. The infringement of ethical codes 
may also result in disadvantage (the disapproval of society, loss of clients, etc.), 
but these differ from the sanctioning framework set out by legal norms. Larsson’s 
main reason for concern is that it is unclear what the relationship is between ethics 
codes and pieces of legislation and notes that ethical guidelines are essentially be-
ing drafted by industry players with the incentive to avoid stronger state-regulation 
(Larsson 2020). 

6. Concluding remarks – How can recommendation systems promote 
culture and diversity? 

To effectively tackle the domain-specific issues of AI-powered applications and to liq-
uidate the regulatory blind spots identified in Section 5, a more detailed set of norms 
should be drafted for each individual application domain. Horizontal AI guidelines 
are too general to tackle the issues that require sectoral tailor-made solutions. In the 
scientific literature, there have been several suggestions made to address the risks 
of AI-powered recommendation systems such as those identified in Section 4., which 
should provide a good starting point for further regulatory initiatives. 

Increasing the transparency would be one cure to the majority of the problems 
discussed, because making recommendation systems more transparent would pos-
itively contribute to human autonomy, diversity and privacy. The developers of AI 
should be mandated to explain how recommendation systems work, what factors 
they are considering to generate the outputs and how they handle personal data to 
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generate recommendations. Héder warns that if transparency is not defined at an 
appropriate level, AI development may be hindered (Héder 2020). Furthermore, he 
argues that transparency has to be combined with some measure of intelligibility 
to avoid “pretend transparency”. Educating users to move safely and comfortably 
in the digital world is not a novel thought. The concept of digital literacy was de-
veloped as long ago as the 1990s and refers to “the ability to understand and use 
information in multiple formats from a wide variety of sources when it is presented 
via computers” (Gilster 1997). Media literacy – which is a narrower concept – refers 
to those skills that allow users to use the media; for example, to access information 
and to critically assess media content. Along these concepts, there is a need to in-
troduce the concept of algorithmic literacy (URL 18). Algorithmic literacy should 
involve the skills to critically assess the recommendations made by algorithms, to 
exploit the recommendation systems in a manner that serves the best interest of 
the individual and to develop an awareness of algorithmic biases and how to avoid 
their influence. 

Ensuring a diversity of content is a factor that should be incorporated into algo-
rithms (Castells et al. 2015). The recitals of the AVMSD (recital 35) propose the need 
to ensure prominence by labelling metadata, facilitating access and setting up ded-
icated sections in catalogues. The AVMSD does not explicitly mention recommen-
dation systems as a tool to enhance visibility, but does mention that fine-tuning the 
algorithms to recommend European content can also be considered a viable option 
to increase the reach of European audiovisual works. Optimizing recommendation 
systems to promote audiovisual culture and the interests of the supply side would 
definitely mean a shift from subordinating company policies to audience engage-
ment, and in the long term these measures could contribute to a more diverse media 
landscape. As members of the audience would be able to find European and national 
works along with the works of emerging artists, the fine-tuning of recommendation 
systems could contribute to the promotion of cultural exploration. 

Besides enhancing the algorithmic designs, the previously mentioned risks can 
be mitigated by giving the users more freedom to customize their experience. In the 
area of privacy, explicit privacy controls should be incorporated into the systems, 
including allowing the users to decide which data is to be shared and with whom 
(Paraschakis 2017). Customizable settings should be introduced in filtering as well, 
because if one can choose to filter adult content (which is what parental control 
tools are about), one should also be able to select their preferences in terms of oth-
er factors (such as genres, actors, directors). More options to customize the service 
would also contribute to enhancing the autonomy of the user. 
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