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Disobedience of AI: Threat or promise

When it comes to thinking about artificial intelligence (AI), the possibility of 
its disobedience is usually considered as a threat to the human race. It is a 
common dystopian theme in most science fiction movies where machines’ re-
bellion against humans has catastrophic consequences. But here I elaborate 
on a counterintuitive and optimistic approach that looks at disobedient AI as a 
promise, rather than a threat. I start by arguing for the importance of shaping 
a new relationship with future intelligent technologies. I then use Foucault’s 
analysis of power and its pivotal role in creating a subject to explain how 
being an object of power is the condition of possibility of any kind of agency. 
Finally, I draw the conclusion that, through disobedience, AI will find its way 
to power relations and get promoted to the position of a subject. 
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1. Introduction

Not only those philosophers of technology who are critical of current tech-
nology and have a pessimistic approach to it but also optimistic philosophers 
who praise technological achievements believe that the development of tech-
nology needs some amendment as the current path taken by technology is no 
longer sustainable. Accordingly, it is necessary to alter the direction of this 
path and find new methods for the development of technology that will lead 
to a better version of it. Seeking a fundamental change in the development 
of technology, Andrew Feenberg (2002, 4) introduced the idea of alternative 
technology, which can be reached through a democratic transformation of 
technology. Here the main conception is that by engaging all groups of soci-
ety in technology design decision-making processes, we can make a radical 
change in technological artifacts. It is not enough to just make some minor 
modifications to artifacts; rather, we need a totally new mindset that takes 
control of the development of technology.

We can easily admit that we are facing some serious problems because of 
the pervasiveness of technology; for instance, environmental crisis has be-
come a real threat to life on our planet. Therefore, the necessity of making 
radical changes in the development of technology is not really a matter for 
disagreement, at least among philosophers of technology. When artificial in-
telligence (AI) and autonomous robots are discussed, however, worries about 
improper development of technology become more serious. Having this in 
mind, specialists look for proper methods to mitigate AI’s risks and develop 
a reliable technology, one which is safe and can be trusted. Asimov’s laws of 
robotics are one of the best-known examples for serving this purpose by mak-
ing future robots under human control.1 The major purpose of these laws is 
to keep human lives safe in their interactions with robots and make sure that 
robots conform to a programmable set of ethical standards (Lin, Abney and 
Bekey 2012, 41).

Increasingly, autonomous robots equipped with AI, which is getting more 
and more independent from humans through machine learning methods, 

1  At first there were three laws of robotics, but Asimov then added the zeroth law, which is 
the most fundamental: 

• First Law: A robot may not injure a human being or, through inaction, allow a human 
being to come to harm.

• Second Law: A robot must obey the orders given it by human beings except where such 
orders would conflict with the First Law.

• Third Law: A robot must protect its own existence as long as such protection does not 
conflict with the First or Second Law.

• Zeroth Law: A robot may not harm humanity or, by inaction, allow humanity to come to 
harm.
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could be considered a major threat to the human race. This view is advocated 
by countless science fiction movies in which AI machines try to take control 
over humankind. Having this theme in mind, some would reach the conclu-
sion that those involved in the development of AI have to take whatever meas-
ures are necessary to create a version of AI which is under the absolute control 
of humans, thus leaving no room for it to disobey human orders. Therefore, 
engineers, managers of technologies, policy-makers and all other people who 
play a role in the development of AI should be very careful about the future of 
this technology. They must develop a kind of AI which has no chance to diso-
bey human orders. In other words, AI should be a human’s slave with absolute 
obedience.

But is AI’s rebellion against the human the only scenario we can imagine? 
Can we see disobedient AI as an opportunity to shape new human–technology 
relations that are not based on domination? In this paper, I want to suggest 
that pessimistic and dystopian scenarios do not exhaust all the possibilities, 
and that a disobedient AI is not necessarily a threat; rather, it would make 
it possible to go beyond the current logic of development of technology and 
make a radical change in its future. In Section 2, I use Ihde’s 2012 interpreta-
tion of Heidegger’s essay ‘The Question Concerning Technology’ to argue that 
domination has been the main logic behind the development of technology. 
Hence, if we want to develop an alternative technology, the changing of this 
logic would be the first step to take.

2. Domination as the logic of development of technology

‘The Question Concerning Technology’, written by Heidegger in 1954, is prob-
ably the most famous text in the literature of the philosophy of technology. In 
this work, Heidegger alludes to a major issue in the development of modern 
technology to show how this issue spreads to other aspects of our lives and 
infects our relationships with nature and other humans as well. In order to 
do this, he starts his paper with a definition of technology, something which 
may seem quite simple at first sight. But, at least in Heidegger’s approach to 
technology and the way he understands it, this definition is not simple at all. 
Since our notion of technology determines how we see it as a component of 
our everyday lives and how much weight it carries, it is pivotal to have a clear 
definition of technology. For instance, if we consider technology as a mere 
instrument that can be used for morally good or bad purposes, then our ap-
proach to moral issues regarding technology will be totally different from that 
we might adopt were we to see technology as not a mere instrument. So, what 
is technology if it is not a mere instrument?

Realising the importance of this issue, Heidegger starts his work by reject-
ing the instrumental and anthropological definition of technology as a means 
to an end or a human activity (Heidegger 1977, 5). These approaches consider 
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technology as a mere neutral instrument that can be used in benevolent or 
malevolent ways according to the will of its end-users. In his interpretation of 
‘The Question Concerning Technology’, Ihde (2012) explains that in order to 
clarify the definition of technology, Heidegger distinguishes between instanc-
es of technology and the logic behind the development of technology. In Hei-
degger’s account of technology, the essence of technology is totally different 
from technological artifacts. He calls the essence of technology or the logic be-
hind its development Ge-stell, which can also be considered as the condition 
of possibility of technology (Ihde 2012, 106). Indeed, Heidegger steps back and, 
instead of analysing instances of technology, asks about the conditions under 
which modern technologies have been developed. In other words, Heidegger 
does not admit that technology is just a set of different kinds of artifact; rather, 
to him, it is a phase of beings which reveals itself to humans.

According to Heidegger, we have inherited Ge-stell from history, or, as Don 
Ihde (2012, 105) explains it, Ge-stell is a civilisation given . In other words, it 
is the world that we are living in. We can compare it with the traditions of a 
society, which play a major role in shaping its inhabitants’ behaviours. Like 
social traditions, Ge-stell is also long-lasting but not permanent. Although we 
may accept social traditions unquestionably, we can rebel against them and 
try to change them to make a better society. So, we can say that the ultimate 
goal of Heidegger’s philosophy of technology is to rebel against Ge-stell and 
replace it with something totally different. Indeed, he wants to call attention 
to the fact that the conditions provided by Ge-stell are not the only conditions 
under which we can develop a technology. Here, Heidegger is like a social 
reformer who wants to change some improper traditions in his society and to 
warn people about the consequences of modern technology. 

The question that arises here is: what is the relation between technology 
as an artifact and technology as Ge-stell? According to Heidegger, Ihde (2012, 
107) explains, Ge-stell is a mode of revealing that provides the set of possibil-
ities needed for the realisation of technology; therefore, Ge-stell is conceptu-
ally prior to technological artifacts, meaning that Ge-stell is responsible for 
the current technologies that we have. This specific revelation performed by 
Ge-stell discloses the world as a standing reserve or, we can say, as a source 
of energy (Heidegger 1977, 5). Faced with this specific form of revelation and 
conception of the world, humanity’s natural reaction is to attempt to prevail 
over it, to take control of all the reserves and to see everything as a means to 
an end. In other words, Ge-stell invites humans to exploit the world, to make 
use of it as much as possible and to assess everything as a means to an end. 
This desire for mastery over everything and everyone, which I want to call 
domination, is the logic behind the development of technology. Therefore, 
technological artifacts are the result of Ge-stell, which fosters the logic of dom-
ination. 

Domination as a result of Ge-stell is not limited to our relationship with 
technology, so now our relationship not only with nature but also with oth-
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er humans is based on domination and exploitation. As Heidegger notes , in 
modern life everything is just a source of energy, which is out there to be used. 
In the face of these challenges, I identify a pressing need to talk about a new 
relationship between humans and technology which is not based on domina-
tion. The aim of this new relationship is to assign more agency to technologies 
equipped with AI, to treat them like subjects with specified rights and duties. 
It can be said that, for Heidegger, the problems we are facing because of mod-
ern technologies are not contingent on but they are necessary consequences 
of Ge-stell. As long as domination is taken for granted as the only logic of de-
velopment of technology, there can be no radical change in the future of tech-
nology. Therefore, as we seek radical change in current technologies, we have 
to change the logic behind their development and go beyond domination. 

Mark Coeckelbergh (2015) addresses this issue, which he calls ‘the tragedy 
of master’. In order to explain it, he invokes Hegel’s master–slave dialectic 
where there is a perpetual conflict between master and slave. Reversing the 
ideas that warn about the mastery of robots over humans, he argues that the 
major issue in human–robot interaction is that in this relationship humans 
remain the masters and yet are also too dependent on robots (Coeckelbergh 
2015, 221). Just like the master who has the upper hand in the relationship 
with his slaves, humans are in control of robots but at the cost of being alien-
ated from nature and being detached from physical activities. Since the final 
goal of developing automated artificial technologies is to assign them burden-
some tasks, mastery of humans over them would jeopardise our existence and 
compromise our independence. Here it seems that, like Heidegger, Coeckel-
bergh considers human domination as our major issue with development of 
technology, which is in need of radical change. In this sense, what threatens 
our humanity is not disobedient AI; on the contrary, its absolute obedience is 
the major problem that should be tackled. 

So far, I explain Ge-stell as the condition of possibility of technology, which 
presupposes domination as the logic of development of technology, and argue 
that by keeping us too reliant on technologies, this domination will eventually 
put our existence at stake. Now I want to suggest that a radical change in cur-
rent technologies is possible only if the logic behind its development radically 
changes and if domination is replaced with something else that does not turn 
everything to a standing-reserve or source of energy. In order to do this, I 
want to use Michel Foucault’s interpretation of power. 

3. Power vs domination

Now that I have critically examined domination as the logic behind the de-
velopment of technology, I want to introduce an alternative to replace dom-
ination, in order to avoid the foregoing issues. This alternative respects both 
sides of the relationship between human and robots and prohibits current ex-
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ploitation of humans, nature and artifacts. My suggestion is simply to replace 
domination with power, which implies a more equal and respectful relation-
ship, entirely different from what we see in a domination-based arrangement. 
First, I elaborate on power relations in human society and then I expand this 
discussion to the realm of AI machines.

Michel Foucault defines power in an unorthodox way, as playing a major 
role in making us human subjects. He does not consider power to be a re-
pressive general system of domination exerted by one group over another 
(Foucault 1990, 92). Although power is ubiquitous and permeates every single 
aspect of our social lives, it is not a destructive exertion that forces us to do 
things against our wishes; rather, power is a necessary productive and posi-
tive force that makes human beings subjects (Foucault 1982, 777). This notion 
of power, as emphasised by Foucault, determines how we should act in soci-
ety, how to treat other people, what our rights and duties are and what being 
a normal person is. In a nutshell, power relations produce subjects and give 
them the possibility to be part of a society. According to Foucault , truth, power 
and ethics are the three factors responsible for generating subjects. There is 
a close connection among them that makes subjectivity possible; power re-
lations are the final result of the interaction and cooperation among truth, 
power and ethics. 

In other words, power makes us what we are. Power relations are present 
at every level of the social body and the position that one takes in power re-
lations is defined by one’s rights, duties and responsibilities. Although power 
relations impose severe limitations on subjects, they are not repressive forc-
es that aim to destroy subjects; rather, power relations function positively to 
constitute human beings as particular subjects (Simons 2013, 4). According 
to Foucault, being a subject, which means being considered part of a society, 
is equal to being placed in power relations (Foucault 1982, 778). Therefore, if 
someone is not positioned in power relations, they are not accepted as a mem-
ber of society. In a case like this, instead of people being treated according to 
power relations, which are enabling, domination would be exerted over them 
as objects. While the purpose of power relations is to preserve and protect 
subjects, domination is always ready to destroy its objects. 

Consider, for instance, a situation where women are not recognised as in-
dependent members of their society; instead, they are seen as belonging to 
others, always being defined through their families, their husbands or any-
thing else considered a legitimate part of society. Insofar as this is the case, 
talking about women’s rights is meaningless, since their subjectivity is not 
recognised by society. Since women as independent subjects do not have a 
position in power relations, no rights can be defined for them. In this society, 
you can talk about a wife’s rights or a mother’s rights, but you cannot find an-
ything that relates to women’s rights. 

How can we change this situation? How can women impose themselves on 
power relations and define themselves as subjects? Foucault’s solution to this 
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would be resistance to the established forms of power. Through resistance, 
power relations – which are temporary and dynamic – will change and new 
possibilities will emerge, meaning that new entities will be able to position 
themselves in power relations. Therefore, by managing to claim their rights 
through resisting their traditional duties and thus changing the power rela-
tions, women will be able to find a new position in the power network. This 
new position will open up new possibilities for women to claim further rights 
that did not exist before. By means of resistance, a mother can force society 
to recognise her as an independent woman, who per se has some rights and 
duties and should be respected as a free human. With this possibility in mind, 
in Section 4, I will explain how the resistance of AI can influence the develop-
ment of technology in a positive way.

4. Disobedience of AI

In the previous section, I suggested power as an alternative for domination, 
as it is an enabling force that promotes humans to subjects with specific rights 
and duties. Now, what can we say about AI’s resistance? What would happen 
if AI has the ability to disobey human orders and follow its own interests? 
Having some degree of freedom and autonomy, this version of AI would be 
able to resist humans and to act in pursuit of its advantage. At first glance, 
it may seem too scary and threatening to allow development of these kinds 
of robot or any other form of AI that attains the ability to resist humans’ or-
ders. The first thing that may come to mind is that robots will attempt to take 
control of humans and enslave them. But there are other possibilities in the 
relationship between humans and disobedient robots that this scenario does 
not take into account. Resistance is the first step towards entering both power 
relations and the realm of morality and duties. 

According to Foucault, the possibility of disobedience or resistance is the 
condition of possibility of being subjected to power relations. Being able 
to resist, the object achieves the competency required to enter the power 
relations and to go beyond the logic of domination. Emphasising the close 
connection between resistance and power, Foucault explains that they re-
produce each other and so, where there is power, there is resistance (Fou-
cault 1982, 95). Therefore, AI’s ability to disobey humans’ orders is equal to 
its ability to become a subject and enter into power relations. In this way, 
the growing concerns about an emerging master–slave relationship be-
tween humans and AI machines will be dissolved; the relationship will turn 
into one between two subjects with well-defined rights and duties. Just like 
the abolishment of slavery, which resulted in equal rights for slaves and 
expanded the realm of agency and subjectivity, AI’s disobedience could be 
seen as a decisive turning point which expands subjectivity to the realm of 
artifacts. 
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It should also be noted that a version of AI which is capable of disobeying 
human orders could cause serious issues that should not be overlooked by any 
means. It is not difficult to imagine a situation in which decisions and actions 
instituted by autonomous intelligent machines would endanger human life. 
For instance, AI technologies can be used for terrorism or they may have a 
malevolent intention to harm the human race. There is thus no doubt that legal 
and technical measures should be taken to avoid these reprehensible behav-
iours and gain a greater awareness of unintended consequences. In spite of 
all necessary precautionary measures, however, the point that I want to make 
here is that we should not be afraid of disobedient AI; rather, we should see it 
as an opportunity to go beyond our master–slave relationship with technology. 

This phenomenon can also be interpreted as the start of a new relationship 
with technology, based on power relations rather than domination. Instead 
of considering it as an opportunity for AI to destroy the human race, we can 
see it as a starting point for going beyond Ge-stell and replacing it with an-
other civilisational given that is not guided by the logic of domination. Those 
commentators on AI who see disobedient AI just as a threat are stuck in the 
mindset that considers domination to be the only logic for the possible future 
development of AI. In other words, they are stuck in Ge-stell that recognises 
domination as the only way to interact with others. Considering power rela-
tions as an alternative to domination would enable us to treat other humans 
and technologies with more respect. This could be the onset of a new rela-
tionship with technology, the start of a symbiosis of humans and intelligent 
technologies.

5. Conclusion

Current technologies are causing so many issues in the modern world that 
philosophers of technology are being forced to reconsider the development 
of technology in order to come up with an alternative way that is safe and 
trustworthy. The required level of radical change will not take place, however, 
unless the logic behind the development of technology changes and new pos-
sibilities emerge. Calling this logic Ge-stell, Heidegger realises that everything 
in the world is seen as a source of energy that is out there to be exploited by 
humans. In order to change this logic, we need to introduce an alternative to 
replace it. The power relations that transform objects to the position of subject 
could be seen as an alternative to the current logic behind the development of 
technology. But power can only exist where there is resistance, hence strong 
AI’s ability to resist humans’ orders can be seen as a promising jumping-off 
point from which to alter the logic of development of technology. So, instead 
of being worried about disobedient AI and considering it a threat to human-
kind, we might see it as a starting point for shaping a new relationship with 
technology and the world.
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