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LECTORI SALUTEM

The editorial board welcomes the readers of the No. 3 issue of 2025!
This issue presents a diverse collection of studies focusing on the intersection of 

human behavior, society, and evolving digital technologies, ranging from artificial 
intelligence in education and journalism to crisis communication and digital enter-
tainment.

In the first paper, Kanczné Nagy, Manojlovic, and Tóth examine the attitudes of 
university-level engineering students toward new technology and their relationships 
with AI. Using the Technology Readiness Index 2.0 and a specific AI measurement 
tool, the authors found that while students are generally open to AI, their attitudes 
differ according to their engineering specialization and digital competencies. The 
results suggest a need for targeted educational and communication strategies that 
consider students’ varying degrees of receptiveness to technology.

Liu et al. investigate how journalism students from diverse Chinese universities 
perceive the role of artificial intelligence and algorithms in journalism education. 
The findings reveal a predominant narrative of a hybrid system, whereby students 
envision collaboration rather than competition between journalists and intelligent 
technologies. The authors highlight the “viral-valid fallacy”—the distinction be-
tween content virality and information validity—and underscore the need for ethi-
cally grounded, interdisciplinary media education.

Kállai examines the significance of the early warning system in the information 
society and the revision of information literacy during natural disaster operations. 
The study clarifies the consequences of the resilience deficit that affects commu-
nities, often caused by distrust stemming from a lack of accurate information. The 
paper argues that developing information literacy and the ability to detect, monitor, 
and forecast hazards are essential for effective early warning systems.

Pamirzad and Chen unpack the effects of user anonymity and user popularity 
on the intensity and diffusion of hate speech on Twitter (X) in Afghanistan. Using a 
corpus of comments in Persian and Pashtu, the authors determined that anonym-
ity showed positive relationships with the intensity and diffusion of hate speech, 
whereas user popularity was negatively associated with these factors. Social net-
work analysis further revealed that anonymous accounts served as core nodes in 
hate speech clusters, suggesting a peer-to-peer pattern of interaction.

Finally, Mello, Ramírez-Correa, and Moura analyze the influence of online game 
aesthetics on players’ loyalty. Based on a quantitative approach involving online 
game players in Brazil, the study reveals that game aesthetics directly impact varia-
bles such as positive image and satisfaction, and indirectly influence avatar identi-
fication and players’ loyalty.

We wish you a pleasant reading.
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1. Introduction: Social aspects of the spread of new technology

In human environments, the general attitude toward recent achievements in tech-
nological development is an important factor in the effective use of new tools, as 
confirmed by international research conducted in different social groups and differ-
ent disciplines. The success of innovation depends on how end users adopt the new 
technology and how they behave. 

For example, online commercial activities on mobile devices are already an inte-
gral part of people’s daily lives. Although the process of buying as well as selling goods 
and services is simpler and more enjoyable, the lack of limitations in time and space 
still have negative effects on consumer behavior (Syamfithriani et al. 2021). In anoth-
er example, specifically regarding the difficulties of introducing new IT procedures in 
healthcare, have reported, sometimes in reference to additional studies (Michel-Ver-
kerke, Stegwee and Spil 2015; Fanta, Pretorius and Erasmus 2018), that although IT 
tools can raise the quality of healthcare and offer a viable solution in developing coun-
tries and regions in conflict, the sustainability of electronic health continues to pose 
challenges. Even though many eHealth experiments are conducted in those countries, 
those projects cannot be fully implemented due to the attitude among locals.

In other work, the effects of the relationship to technology on social relations 
have also been analyzed (Pires, da Costa Filho and Junior 2024). Although the use of 
social media is widespread, the platforms, how they are used, and the motivations 
for using them among users differ just as widely. The differences in perceptions 
about social media strongly affect the behavior related to the use of those platforms. 
To be sure, the importance of such behavior is enormous, for social media posts 
can transform social relations, the current social environment, and relationships. 
Meanwhile, in social science research, Dolmark et al. (2022) have found empirical 
evidence that an individual’s beliefs about technology affect learning behavior and 
the ability to absorb knowledge. Their research among university students has ad-
ditionally confirmed the causal relationship between technological beliefs and an 
individual’s learning ability. 

In the context of attitudes toward new technology, the emergence and spread of 
AI can be considered to constitute one of the major social challenges of the current 
era. Indeed, due to its rapid development, AI is widely used in nearly every aspect 
of daily life. However, the idea that machines can behave similarly to humans and 
make decisions instead of humans scares many and has raised diverse concerns and 
prompted various debates. According to Héder (2020), calls for social control over 
AI have risen steadily since the mid-20th century. In a study by Douali, Selmaoui, 
and Bouab (2022), most educators interviewed were seriously concerned about the 
future use of AI, especially its impact on early childhood development, but slightly 
optimistic about its use in technical services and in assisting with teaching-related 
tasks. Dong et al. (2024) also examined fears about the emergence of AI in different 
professions across 20 countries in a sample with tens of thousands of people. Their 
research, focusing on the psychological characteristics of people in different occu-
pations, confirmed a psychological model that can predict fears about AI in different 
countries and professional fields.
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The emergence of AI presents considerable challenges to higher education as well, 
including fears among students. In research by Phong et al. (2024), attitudes toward 
AI significantly affected students’ academic outcomes, and students had concerns that 
they would have to explain themselves if they used AI applications in learning envi-
ronments. Despite those worries, knowledge of the benefits and challenges associated 
with using AI, as well as being skilled in doing so, is key for higher education institu-
tions in terms of integrating AI and modern technology into the curriculum so that 
universities can create a learning environment that enhances educational outcomes. 

What all the above suggests is that understanding users’ attitudes toward new 
technology and internal drivers for using it plays a central role in the success of new 
technology to be introduced, including AI. Mapping the attitudes and technical pre-
paredness of the new technology’s stakeholders can thus be viewed as an important 
condition in the process of its introduction and implementation. Along those lines, a 
key question is which psychological construct provides the most appropriate frame-
work for interpreting individuals’ relationships with new technology. According to 
McLean (2003), attitudes, beliefs, and values correlate, but researchers have differ-
ent theories as to which emerges and acts first and which derives from the other. 
Because humans learn about their values, beliefs, and attitudes through interactions 
with others, with an attitude defined as an individual’s direct willingness to evaluate 
or respond to an abstract concept or object. Attitudes can change easily and often. By 
contrast, beliefs are ideas based on past experiences, not necessarily logic or facts. 
Beliefs often serve as a frame of reference through which people interpret their 
worlds. Last, values are basic concepts and ideas about what individuals consider to 
be good or bad, right or wrong, or what is worth a sacrifice. Similar to beliefs, values 
are not based on empirical research or rational thinking, and they are even more 
resistant to change than beliefs. For an individual to change their values, they may 
need a transformative life experience. Thus, when examining the relationship of in-
dividuals to innovative technology and AI, their attitudes, views, and beliefs should 
be interpreted as a complex, compound concept. 

In our study, we evaluated the openness of individuals, specifically universi-
ty-level engineering students, to new technology and AI in terms of affective, cog-
nitive, and conative factors as well as their beliefs. We focused on their knowledge 
of AI-related concepts and, in relation to using new technology, specifically AI, their 
confidence, their optimism and innovativeness, their sense of discomfort and inse-
curity, and their interest and openness. 

2. Purpose, research questions, and methods 

Individuals with a high readiness to use technology—that is, “technology readi-
ness”—are more likely to be open to using new technology, including AI. Technology 
readiness positively affects trust in the advantages of technology and thus the likeli-
hood of its use by the individual. 

Along those lines, in our study we aimed to assess the general technology read-
iness of students at a technical university, their relationship with using AI, and the 
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connection between the two trends. In the process, we sought to answer three ques-
tions:

Q1. What are students’ relationships with technology in general?
Q2. What are students’ relationships with using AI?
Q3. What is the connection between students’ relationship to technology in gen-

eral and their use of AI?

Three measurement tools were used in the study:
1.	 A questionnaire that we developed to collect the sociodemographic data of 

respondents and gain insights into their digital and language competencies;
2.	 The 16-item Technology Readiness Index 2.0 (TRI) questionnaire to examine 

students’ relationship with the daily use of new technology; and
3.	 The Technology Readiness Index for Artificial Intelligence (TRI AI), another 

questionnaire that we developed to examine university students’ relationship 
with the daily use of AI.

The development of the TRI, one of the best-known tools for measuring technol-
ogy readiness, can be attributed to Parasuraman (2000). Meanwhile, the 36 items of 
the four-dimensional TRI were later developed to measure people’s willingness to 
adopt and use an innovative technology. Among the four dimensions of the TRI—
optimism, innovation, insecurity, and discomfort—optimism and innovation are 
motivating factors for technology readiness, while discomfort and insecurity are 
inhibiting factors (Parasuraman and Colby 2015). The TRI is a measure of the extent 
to which the user will be able to master the given technology and use it to perform 
their daily tasks and achieve their goals. Beyond that, the TRI provides an opportu-
nity to form user groups and thus rationalize the process of introducing a new tech-
nology; in Parasuraman and Colby’s study, those groups were skeptics, explorers, 
laggards, pioneers, and paranoiacs. The TRI is also widely used to gauge individuals’ 
predisposition to using new technology and can characterize their general readiness 
to adopt the technology, especially based on individual personality. Because the in-
troduction of new technology causes both positive and negative emotions, different 
characteristics and cultural beliefs play a significant role in terms of its use (Klaus 
2013; Yang, Kim and Yoo 2013). In that sense, the TRI does not measure intention or 
behavior but does provides information about the individual’s technology readiness 
(Abu-Assi, Al-Dmour and Abu-Assi 2014).

By comparison, our questionnaire was developed to investigate the relationship 
with using AI (i.e., TRI-AI), including in terms of several components of attitude: 

	□ Cognitive factors: Knowledge of AI
	□ Beliefs: Views on AI
	□ Affective factors: Emotions related to using AI 
	□ Conative factors: Experiences and actions related to using AI

Reflecting on the complexity of internal driving forces, we sought to examine 
engineering students’ relationship with new technology and AI in order to reveal 
the distinct components underlying their attitudes. Based on the degree of internal 
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conflict, the findings suggest changes in attitudes, which may require pedagogical 
solutions in engineering training programs.

Constructs measured by the TRI and 
TRI AI

Technology 
Readiness Index 

(TRI)

Technology 
Readiness Index 

for Artificial 
Intelligence (TRI 

AI)

Knowledge of AI-related concepts - 0.884

Confident use - 0.839

Optimism 0.701 0.924

Innovation 0.737 0.795

Discomfort 0.612 0.864

Insecurity 0.594 0.896

Interest and openness - 0.863

Table 1. Reliability of the two measurement tools

Based on the Cronbach’s alpha factors, both measurement tools were reliable 
(Table 1). In the TRI’s case, the consistency of constructs was also checked with Amos 
23 (IBM), and the model fit fairly well with the expected structure (RMSEA = 0.057, 
TLI = 0.874, CFI = 0.897, AGFI = 0.917)1. In the TRI AI’s case, the internal consistency 
of all seven factors was excellent.

3. Results

3.1. Sample

Of the 361 technical university students who participated in our study, 270 were 
men (74.79%), and 91 were women (25.21%). Their mean age was 22.84 years (Mdn 
= 22 years, mode = 19 years)—314 were 25 years or younger (86.98%), whereas all 
others were older—and 264 were currently enrolled in BSc programs (73.13%) and 
97 in MSc programs (26.87%). Of the participants in the BSc programs, 225 graduated 
from a high school (85.22%) and 34 graduated from a technical school (12.88%). Most 
students were enrolled in engineering, while a smaller group was enrolled in social 
science or natural science programs (Figure 1).

1 (Root mean square error of approximation [RMSEA] = 0.057, Tucker–Lewis index [TLI] = 0.874, 
comparative fit index [CFI] = 0.897, adjusted goodness-of-fit index [AGFI] = 0.917)
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Figure 1. Distribution of students by academic level and fields of training

Of the students enrolled in MSc programs, with an expected study period of 2 
years, 35 started their studies a year ago (36.08%), 36 started 2 years ago (37.11%), 
and 26 started more than 2 years ago (26.81%). Most participants in the BSc pro-
gram, with an expected study period of 3.5 years, had been studying at the universi-
ty for 1–4 years (Figure 2).

Figure 2. The time spent by BSc students in their fields of training

Regarding the use of technology, the level of foreign language and digital com-
petencies is especially important. In the case of foreign-language competencies, we 
asked about English and German skills. The students had to evaluate their own lan-
guage skills on a 7-point Likert scale from 1 (completely missing) to 7 (excellent). The 
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studied subcompetencies were reading comprehension, listening comprehension, 
and speaking. In English, there was a slightly weaker result in speaking (M = 5.15, 
SD = 1.376) but very good results in reading comprehension (M = 6.08, SD = 1.041), 
which is arguably more important in learning new technology, and in listening com-
prehension (M = 5.73, SD = 1.170), as shown in Figure 3. Approximately 10%–15% of 
students communicated at an acceptable level in German.

Figure 3. Development levels of students’ foreign-language competencies

Based on the above, it can be established that the vast majority of students had 
the language competencies required for using technology, primarily in English.

The background questionnaire section on digital competencies had 21 items, 
which focused on questions related to searching, managing, generating, and pro-
tecting data and content as well as eliminating technical issues and complying with 
ethical standards. In that case, the students also had to evaluate their own compe-
tencies on a 7-point Likert scale.

Summing up all subcompetencies, we determined the development of students’ 
digital competencies on a scale ranging from 20 to 147 scale (M = 108.87, SD = 19.420, 
95% CI: 106.86, 110.88; SEM = 1.022, Mdn = 111, min. = 46; max. = 147). In terms of 
development level, we formed five categories: undeveloped (i.e., 21–46 points; n = 
1), below average (i.e., 47–71 points; n = 11), average or moderately developed (i.e., 
72–97 points; n = 83), above average (i.e., 98–123 points; n = 179), and developed (i.e., 
124–147 points; n = 87). The vast majority of students had the competencies required 
for applying digital techniques and technology.

In the case of foreign-language competencies, we evaluated both languages and 
used the higher score of the two. The variable created thus expressed the level at 
which students can interpret the descriptions related to using technology in a for-
eign language and communicating with the technology. The score available was be-
tween 3 and 21. For students who scored less than 12 points, we considered their 
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language competency as being insufficient to interpret the descriptions related to 
the technology. Except for 32 students (8.86%), students generally possessed suffi-
cient foreign-language competency to master new technology.

Figure 4. Relationship between students’ digital and foreign-language competencies

We found a significant correlation between foreign-language and digital com-
petencies (χ2 = 23.301, p < 0.001); the strength of the symmetric relationship was 
Cramer’s V (i.e., 0.254), which can be considered to be weak to moderate. Above-av-
erage digital competencies were also accompanied by appropriate foreign-language 
competencies; thus the cognitive prerequisites for the attitude toward the use of 
new technology are appropriate (Figure 4).

3.2. Engineering students’ relationships with technology in general

None of the four factors followed a normal distribution, as the descriptive statisti-
cal indicators summarized in Table 2 show. Only the insecurity factor indicated a 
significant difference compared with the others. On a 4–20 scale, this was the low-
est-scoring factor, that is, students felt less insecure about using new technology, 
while discomfort was the highest. In other words, those two negative factors ap-
peared to be opposite. There was no significant difference between the two positive 
factors. Values close to optimism, innovation, and discomfort indicated that students 
were fundamentally positive about new technology and willing to use it, even if it 
involved some discomfort. That finding indicates that the predisposition to accept 
and minor inhibitions were balanced. Low insecurity indicated that students trust-
ed technology and did not fear that it would be unpredictable.
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Optimism Innovation Discomfort Insecurity TRI total

M 14.58 14.86 15.31 10.90 55.65

SEM 0.159 0.180 0.146 0.163 0.463

Lower 
95% CI 14.27 14.51 15.03 10.58 54.74

Upper 
95% CI 14.89 15.22 15.60 11.22 56.56

SD 3.030 3.421 2.767 3.103 8.789

Variance 9.183 11.703 7.655 9.626 77.239

25% 13 13 14 9 50

50% 15 15 16 11 57

75% 17 17 17 13 62

Note. TRI: Technology Readiness Index; CI: confidence interval.

Table 2. Descriptive statistical indicators of factors of technology readiness 

We also found a moderate relationship between the four subfactors, with in-
novation standing out as having the weakest relationship with the two negative 
factors (i.e., discomfort and insecurity), as shown in Table 3. Optimism and innova-
tion moved together but were also fairly separated from each other. The negative 
dimensions were also closely correlated but affected innovative predisposition 
less.

Optimism Innovation Discomfort Insecurity

Optimism 0.451** 0.352** 0.439**

Innovation 0.173** 0.221**

Discomfort 0.375**

Insecurity

** Correlation is significant at the 0.01 level (2-tailed).

Table 3. Correlation system between the subfactors of the Technology Readiness Index

All the above suggests that the technical university students were mature, tech-
nology adopters, “technology consumers,” but also critical users. They were not na-
ively optimistic, not afraid of technology, willing to train themselves, could learn 
independently, and had confidence in using technology. They were also open and 
cooperative and able to tolerate minor discomfort.
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Total TRI scores can range from 16 to 80. In our study, the mean value was slight-
ly higher than the average (Table 2), and unlike the subfactors, the variable followed 
the normal distribution according to permissive conditions of skewness (SES = 
−1.805) and kurtosis (SEK = 0.535; Sajtos–Mitev, 2007, 95). Regarding the relationship 
to technology, we formed three categories (Figure 5): distant (16–37 points; n = 8), 
prudent and cautious (38–59 points; n = 223 people), and open and interested (60–80 
points; n = 130).

We analyzed those categories from several perspectives. When examining them 
based on the students’ fields of expertise, the distant relationship was not or hard-
ly typical in the field of IT or engineering, with the highest proportion occurring 
among students in the social sciences, as is understandable, for they encounter less 
technology during their studies than, for instance, engineers. It is also unsurprising 
that computer scientists were the most open, but perhaps it comes as a surprise that 
economics students were ahead of the engineering majors. That outcome may be 
because students in economics also use various forms of technology on a daily basis 
(e.g., in statistical programs, business simulations, and AI) and given the digitaliza-
tion of the business world (e.g., e-commerce and digital marketing), such students 
may be more motivated (i.e., optimistic) in terms of embracing technological inno-
vations. Engineering students may be more technically competent but are also less 
open to or enthusiastic about new technology, instead preferring to approach them 
pragmatically and critically.

Figure 5. Categories by relationship to technology

Examining the subfactors, a significant difference emerged between the three 
departments except for the feeling of discomfort (Table 4). IT students showed the 
greatest technological openness, for their optimism and innovation were also out-
standing, which is understandable given the strong technological orientation of 
their field. Economics students showed similar optimism, though their innovation 
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was far lower, suggesting that they recognized technology’s usefulness more than 
they actively sought new solutions. The results for the engineering students, mean-
while, suggest that although they were less enthusiastic—their optimism was low-
er—they were also more confident in managing technology (i.e., had a lower sense 
of insecurity), which likely relates to the nature of their studies.

Academic 
program

Optimism Innovation Discomfort Insecurity

M (SD)

Engineering 14.32 (3.064) 14.61 (3.414) 15.18 (2.722) 10.61 (2.936)

IT 15.46 (2.690) 16.94 (2.143) 15.82 (2.562) 11.65 (3.318)

Economics 15.48 (2.575) 13.58 (3.437) 15.76 (3.052) 11.91 (3.176)

χ2 8.705 33.210 3.859 9.832

p 0.013 0.000 0.145 0.007

Table 4. Comparison of subfactors of the Technology Readiness Index  
for the programs analyzed

In addition to academic program, the other factor possibly associated with the re-
lationship to technology was digital competencies. The two variables showed a sig-
nificant correlation (Fisher’s exact test= 52.913; p < 0.05), the linear trend was highly 
significant (p < 0.05), and the standardized statistics (6.747) confirmed a likely direct-
ed, growing relationship between the variables. Thus, a direct correlation seems to 
exist between students’ relationship to technology and their digital competencies  
(η = 0.359), as shown in Figure 6.

Figure 6. Correlation between the development of the Technology Readiness Index  
and digital competencies
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Using the digital (i.e., DigComp) and foreign language (i.e., LangComp) competen-
cies, we set up the following model for the relationship to technology:

TRI = 27.582 + 0.213 × DigComp + 0.282 × LangComp2

The development of both language and digital competencies significantly im-
proved the relationship to technology. However, the model’s explanatory power was 
not very high (adj. R2 = 0.262), meaning that other factors also affected the rela-
tionship to technology. The highest level of education and the number of semesters 
completed at the university did not, whereas the student’s academic program only 
slightly improved the explanatory power (adj. R2 = 0.283). The above model had 
some explanatory power (F = 65.031; p < 0.05) despite being only moderate. Based on 
the standardized β, digital competencies seemed to explain a greater proportion (β 
= 0.472) of the variance in TRI score than foreign-language competencies (β = 0.103).

3.3. Engineering students’ use of AI

Several AI applications are available that technical university students can use in 
their daily work and in fulfilling their academic requirements. At the beginning of 
the questionnaire, we asked about the frequency of their use.

Figure 7. Students’ use of AI applications

2 Note. DigComp: 21–147; LangComp: 3–21; Constant: t = 10.260, p < 0.05, 95% CI: 22.295, 32.869; Dig-
Comp: t = 9.780; p < 0.05, 95% CI: 0.171, 0.256; LangComp: t = 2.130; p = 0.034, 95% CI: 0.022, 0.543. The 
distribution of standardized error terms was normal (p = 0.132), and the conditions of homoskedas-
ticity and multicollinearity were met.
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The most widely used applications among students (60%–70%) were chatbots and 
translators, which most students reported using frequently or regularly. Learning 
aids were less familiar to students (Figure 7), meaning that faculty members need 
to promote opportunities to use those aids among students in the future. In terms of 
majors, no significant difference arose in the opinions of students, and in terms of 
time spent at the university, only the use of translators (H= 10.256; p = 0.36) showed 
significant difference. As the students progressed in their studies, they seemed to 
increasingly use various translator applications.

We compared the three most common types of applications (i.e., chatbots, trans-
lators, and learning aids) with students’ relationship to new, innovative technical 
tools. Based on the results, the students’ technological susceptibility showed a sig-
nificant correlation with the use of certain AI-based applications. There were also 
significant differences in the frequency of the use of chatbots (χ² = 60.950; p < 0.001; 
η = 0.375) and translators (χ² = 18.642; p = 0.017; η = 0.231) along the three types of 
technological attitudes developed on the basis of the TRI 2.0 (i.e., distant, prudent 
and cautious, and open and interested). Those correlations suggest that the more 
open and technologically inclusive a student is, the more committed they are to us-
ing those AI-based tools frequently. By contrast, we could not detect any significant 
relationship in the case of learning aids (χ² = 7.611; p > 0.05), which may indicate that 
external (e.g., study) factors were primarily behind their use, not students’ open-
ness to technology. The results support the idea that technological attitudes have a 
significant impact on the independent, motivated use of AI applications (Figure 8).

Figure 8. Link between the relationship to technology  
and the frequency of chatbot use

Based on the relationship to new technology, the following findings can be made 
regarding the frequency of AI-based applications:
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	□ Distant: (1) has high insecurity and discomfort; (2) is skeptical about the ca-
pabilities of AI; (3) uses chatbots or translation programs infrequently or not 
at all; (4) distrusts the decisions of automated systems; (5) seeks out human 
instead of machine help, especially with translation; (6) uses AI-based tools 
only as a last resort; and (7) values transparency and human control.

	□ Prudent and cautious: (1) tries chatbots or translators but only in a known, 
trusted environment; (2) checks the answers or translations provided by AI; 
(3) values usability, data protection, and reliability; and (4) uses AI in their 
studies but always has a human solution as a backup.

	□ Open and interested: (1) enjoys experimenting with new technology and ac-
tively uses AI solutions; (2) uses chatbots and machine translators regularly; 
(3) is curious about how to better integrate AI in their own work or daily life; 
and (4) is open to experimentation but monitors quality critically.

3.4. Engineering students’ relationship with using AI 

To assess students’ attitudes toward using AI, we used a proprietary 33-item ques-
tionnaire (Table 5), where students had to evaluate the claim related to the AI appli-
cation on a 5-point Likert scale. While compiling the questionnaire, we started with 
the TRI model but specified it for the use of AI and added three additional subfac-
tors. Due to the different number of items and for the sake of comparability with the 
TRI, we calculated with relative scores. The descriptive statistical indicators appear 
in Table 5. None of the subfactors were normally distributed (p < 0.001).

Items
M SD SEM 95% CI, 

Lower
95% CI, 
Upper

Relative values

Knowledge of AI-related 
concepts 3 14.45 4.1948 0.2309 13.99 14.91

Confident use 3 15.38 3.5605 0.1960 14.99 15.76

Optimism 6 14.08 3.8756 0.2253 13.64 14.52

Innovation 6 12.29 3.2799 0.1906 11.91 12.66

Discomfort 6 8.26 2.9393 0.1708 7.92 8.60

Insecurity 6 13.65 3.5502 0.2063 13.25 14.06

Interest, openness 3 13.73 4.4644 0.2458 13.24 14.21

Note. CI = confidence interval.

Table 5. Descriptive statistical indicators of the factors of the Technology Readiness 
Index for AI
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Students’ technical and cognitive readiness for AI was good (i.e., self-confident 
when using AI and knowledge of AI-related concepts) but also characterized by only 
moderate psychological openness (i.e., innovation and optimism). The moderate 
score for optimism did not indicate excessive commitment to AI, either, while the 
moderate score for innovation also indicated a follower instead of a pioneer rela-
tionship with AI. At the same time, no significant discomfort in relation to AI appli-
cations emerged.

Overall, the results suggest that, in technical university education, it seems nec-
essary to increase trust in AI in order to raise awareness of the ethical standards of 
its application (e.g., to include a related course in the training program and develop 
the teaching methodology); to emphasize the need for reflective, critical thinking 
about the future of technology; and finally to develop students’ innovation ability 
(e.g., creative use of AI).

We also examined the factors of the TRI AI according to various background var-
iables and found a significant difference in several cases (Tables 6 and 7). Based on 
the analysis of the relationship- and knowledge-based differences related to AI, stu-
dents’ fields of expertise seemed to have a significant effect on the differences in the 
factors of the TRI AI. Students in IT training had the highest level of AI knowledge 
and felt the least discomfort in using AI. Paradoxically, the greatest insecurity also 
arose among them, which suggests that they are more aware of the risks and ethical 
problems associated with using AI owing to their deeper knowledge. Engineering 
students had similar technical and technological orientations, but their conceptual 
knowledge was slightly lower, and their sense of discomfort was slightly higher. 
Economics students, by contrast, had a relatively low level of AI knowledge but were 
extremely optimistic about the future impacts of technology. Taken together, those 
results may indicate that positive attitudes are sometimes not based on knowledge 
but instead on economic and social expectations and idealized visions of the future. 
At the same time, their sense of insecurity was lower, which may also suggest a less 
conscious perception of risks.

Academic 
program

Knowledge of AI 
concepts Optimism Discomfort Insecurity

Engineering 14.35 (3.9839) 13.66 (3.9965) 8.47 (2.9377) 13.67 (3.6059)

IT 16.89 (2.8097) 14.16 (3.8427) 7.04 (2.7660) 14.14 (3.5673)

Economics 13.13 (3.7659) 16.09 (3.3878) 7.92 (2.3266) 11.87 (3.1921)

Kruskal–Wallis H 29.234 7.004 11.548 6.884

p <0.001 0.030 0.003 0.032

Note. Means and standard deviations appear in parentheses.

Table 6. Significant differences by major
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Digital competencies Knowledge of AI 
concepts

Confident use 
of AI Discomfort

Below average 7.60 (3.9277) 10.93 (3.8129) 10.47 (2.4954)

Average 12.16 (3.8622) 14.38 (2.8625) 9.37 (2.8232)

Above average 14.96 (3.4670) 15.79 (2.9940) 8.31 (2.9058)

Developed 17.21 (3.1994) 16.96 (3.5758) 7.03 (2.8202)

Kruskal–Wallis H 60.890 26.735 35.026

p <0.001 <0.001 <0.001

Note. Means and standard deviations appear in parentheses.

Table 7. Significant differences by categories  
of digital competencies

Students’ relationship with the use of AI and their skills were significantly cor-
related with their self-assessed digital competencies (Table 7). The results clearly 
indicate that digitally advanced students approach AI technology from a more ad-
vantageous position, in terms of knowledge, attitude, and comfort of use.

Understanding the conceptual system of AI is closely related to general digital 
proficiency. The factor of confident AI use showed a similar trend—that is, individ-
uals with low digital competency felt less comfortable using AI tools, whereas ones 
with advanced competencies were far more confident. That finding showcases the 
relationship between practical skills and users’ self-confidence. The feeling of dis-
comfort, however, followed a reverse pattern related to the use of AI—that is, there 
was a higher degree of resistance and discomfort among less digitally competent 
students, while the value was lower for ones with advanced digital competency, thus 
indicating greater acceptance and adaptability.

Statistically speaking, all those results were also strongly significant (p < 0.001 for 
all three variables)—that is, not indicative of a random pattern but showing a clear 
trend that the development of digital competency promotes the acceptance, under-
standing, and use of AI.

4. Comparison of results 

In analyses with data from the 296 students who completed both questionnaires, 
results obtained with the two measurement tools (Tables 2 and 5) suggest no signif-
icant difference between the students’ use of AI and use of technology in general. 
However, moderate differences in innovation and insecurity did arise, along with 
more significant differences in terms of discomfort.
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Even so, there was much less discomfort with AI than with technology in general. 
That finding suggests that students felt more comfortable in the AI environment 
than when using other new technology. That result may seem somewhat surprising; 
however, it should be remembered that the study’s sample was students at a techni-
cal university.

Insecurity was higher with AI than with general technology—that is, students 
were not sure how AI will affect their lives or whether it is reliable at all. They re-
ported using it on a cognitive level but still had questions at the level of affective 
trust. Students used it rather passively and did not feel as though they were suffi-
ciently active creators.

In sum, it can be concluded that students’ relationship to AI is not hostile but 
less enthusiastic and less innovative than with other technology. However, it is 
also more uncertain, probably due to AI’s complexity and novelty. AI-specific fac-
tors and general technology factors were related but did not completely overlap 
(Table 8).

Relationship between TRI and 
TRI AI (p = 0.01)

Optimism 0.474

Innovation 0.402

Discomfort 0.455

Insecurity 0.351

Table 8. Relationships between factors of TRI and TRI AI

Those results indicate that students who are generally open to or optimistic about 
technology are more likely to have positive opinions about AI. By extension, attitude 
toward AI does not seem to be independent of attitude to technology in general. At 
the same time, it is also clear that the relationship to AI applications has its own, in-
dependent dimension, which cannot be described solely by the general relationship 
to technology.

AI is not simply a new technology but a phenomenon that triggers an independ-
ent relationship framework. The relatively weak correlation with insecurity sug-
gests that other kinds of fears (e.g., ethical and control-related) other than the lack of 
familiarity also play a role in the relationship to AI.

Based on the relevant four factors of TRI and TRI AI, we determined total scores 
(i.e., TRI Total and TRI AI Total), which were subjected to cluster analysis, the results 
of which we separated into four groups (Figure 9).
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Figure 9. Clusters determined on the basis of TRI and TRI AI scores

The characteristics of the four separate groups are as follows (Table 9):
	□ Techno and AI sceptic (C1): This group achieved the lowest scores in terms of 

the relationship to both general technology and AI. Students in the group typ-
ically showed low technological receptivity and were skeptical or dismissive 
of the application options of AI. They were thought to have little experience 
or else a negative attitude fed by certain fears, insecurity, or lack of knowl-
edge.

	□ Inclusive to both technology and AI (C2): This cluster was the most highly pop-
ulated and accounted for nearly one-third of the sample. Its members had 
high technological affinity and a positive attitude to AI. They were the most 
open to innovations and were presumably active technology users.

	□ Open to technology but distant in terms of AI (C3): This cluster’s members 
had a very high level of technological receptivity but were more cautious and 
prudent in their perception of AI. They were likely to have reservations about 
the reliability, ethics, or impact of AI.

	□ Generally distant to technology but open to AI (C4): This group showed a 
contradictory profile, for they were characterized by a relatively high AI re-
ceptivity despite their low overall commitment to technology. They probably 
lacked a general interest in digital tools or platforms but found AI specifi-
cally useful, interesting, and/or exciting, especially if related to their field of 
expertise.
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Clusters via Ward’s method TRI TRI AI

Techno and AI skeptic () M 49.16 41.98

SD 6.702 3.374

N 68

Proposed methodology: Practical examples, experience-
based learning, presentation of best practices

Inclusive to both 
technology and AI ()

M 60.20 52.56

SD 3.571 4.396

N 103

Proposed methodology: Involving students in research 
projects, testing, and mentoring their peers about AI

Open to technology but 
distant in terms of AI ()

M 65.10 43.90

SD 5.506 5.592

N 62

Proposed methodology: Developing students’ critical 
thinking and clarifying ethical and validity issues

Generally distant to 
technology but open to 
AI ()

M 48.21 52.39

SD 3.716 4.841

N 63

Proposed methodology: Presentation of specific use cases

Table 9. Key characteristics of clusters

The C2 cluster, which is committed to both areas, included students with di-
verse IT competencies (i.e., computer science engineers and mechanical engineers), 
whereas the group that was generally distant to technology but open to AI (i.e., C4) 
included students in the natural and social sciences.

5. Discussion and conclusion

Relationships to AI at the level of individual attitudes, views, beliefs, knowledge, and 
digital competency are particularly revealing among technical university students. 
The TRI AI questionnaire developed in the course of our research and adapted to AI 
reliably measured students’ knowledge of AI concepts, confidence and innovation 
in using it, optimism toward it, and fears and resistance toward it, embodied in the 
factors of discomfort and insecurity.
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Per our results, students are basically open and interested in AI technology, but 
such attitudes are significantly differentiated according to their specialization and 
digital competency. Computer science and engineering students have a higher lev-
el of knowledge and self-confidence, but the greatest degree of insecurity occurs 
among IT professionals, probably due to their awareness arising from their pro-
found knowledge of technology. The optimism of economics students is high, but 
their knowledge of AI concepts and self-assessed confidence in using it are lower, 
which may indicate that their vision of AI is based on expectations instead of any 
foundation of knowledge. The developmental level of digital competencies is close-
ly related for all AI factors examined—that is, higher digital proficiency correlates 
with higher knowledge, self-confidence, and lower resistance.

Based on our findings, it seems that the relationship of students to AI is generally 
positive, especially in terms of usability and technical confidence. At the same time, 
there remains room for improvement in terms of psychological integration and a 
future-oriented, innovative attitude, for the confidence index and creative openness 
are more moderate than in the case of the relationship concerning technology in 
general.

The results of our cluster analysis support that the relationship of university 
students to technology and AI is multidimensional and cannot be treated in a ho-
mogeneous way. The relationship to AI often differs from the general openness to 
technology, which also confirms the validity and meaning of using our own TRI AI 
questionnaire. Targeted communication and education strategies can be assigned to 
different clusters, which take into account individual receptivity and differences in 
assessment and utility.

Moderate correlations between the TRI AI and the original TRI scales support the 
argument that AI-specific attitudes and views partly derive from general attitudes 
toward technology but also require an independent, specialized approach. The ty-
pology consisting of four clusters allows the targeted development of students and 
the fine-tuning of the curricula.
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Limitations

Based on the sampling, the conclusions of the research can be applied only to BME 
students participating in engineering training.
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Journalism Meets Algorithms 

How Chinese Students See the Future of News

This study explores how journalism students from diverse Chinese universities per-
ceive the role of artificial intelligence (AI) and algorithms in journalism education. 
Drawing on 37 in-depth interviews and 11 follow-up conversations, the findings re-
veal a predominant narrative of a hybrid system, whereby students envision collab-
oration rather than competition between journalists and intelligent technologies. 
These imaginaries are shaped by state-driven narratives and limited transnational 
comparisons, reflecting a hybrid media model rooted in technological optimism and 
national pride. While participants recognize AI’s potential to enhance efficiency and 
content distribution, they also raise concerns about algorithmic bias, data depend-
ence, and ethical erosion. A central theme is the “viral-valid fallacy”—the distinction 
between content virality and information validity in an era of rapid information 
overflow. Journalism training and political affiliation mediate these views, under-
scoring the need for ethically grounded, interdisciplinary media education and 
AI-integrated approaches to journalism design.

Keywords: Algorithmic Imaginaries, Artificial Intelligence (AI), China, Media Ethics, 
Digital Journalism
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1. Introduction

The rapid integration of artificial intelligence (AI) into global media ecosystems has 
transformed journalistic practices, ethics, and epistemologies. This integration has 
far-reaching implications for society and journalism because algorithmic literacy 
has become essential for the public to comprehend its sociopolitical and ethical con-
sequences (Bucher 2019; Ji et al. 2024; Foà, Couraceiro, and Pinto-Martinho 2024). 
Journalists act as a transformative bridge between the public and AI developments 
and are increasingly responsible for critical and informed reporting that aligns al-
gorithmic developments and social values (Markelius et al. 2024; Diakopoulos 2015, 
2019; Broussard 2018). China is seeking AI dominance by 2030 and to establish a 
global alternative to liberal democracy by adopting AI as a strategic resource (Zeng 
2022; Kuai 2025). The shift from traditional newscasting to AI-assisted newsroom 
processes, from content production to algorithmic delivery (Kevin-Alerechi et al. 
2025), calls for consideration of how aspiring journalists perceive AI’s functions, 
boundaries, and social impacts. This study explores algorithmic imaginaries among 
journalism students in China. Algorithmic imaginaries are defined as collectively 
held visions, beliefs, and expectations about the agency and cultural impact of algo-
rithms (Natale and Ballatore 2017). The study also explores how these imaginaries 
interact with students’ professional role visions, influencing AI-driven journalism 
within the nation’s contested digital public sphere.

Existing literature has prioritized AI in journalism within the Western media 
landscape, specifically AI efficiency, risks, and bias (Diakopoulos 2019; Lewis et al. 
2019). Chinese studies have focused on the integration of journalism and AI in the 
Chinese media landscape (Yu and Huang 2021; Kuai et al. 2022; Kuai 2025). Recent 
studies have analyzed journalism aspirants’ attitudes toward AI, its training, and 
applicability (Zhu et al. 2024; Sun et al. 2024), highlighting a void in advancing un-
derstanding of algorithmic preferability in journalism in China, where media in-
novation is driven by imperatives to advance technological sovereignty (via Baidu 
ERNIE, iFlytek’s models), while ensuring alignment with “cyberspace governance” 
frameworks (Zhang 2024; Yılmaz 2025). Journalism aspirants must address the ten-
sions between techno-utopian (“AI as an efficiency engine”) and state-formed func-
tionalities (“AI as a propaganda amplifier”) and situate their imaginaries within 
their sociotechnical context (Jasanoff 2015).

There are three reasons why it is crucial to understand these imaginaries. First, 
they predict what future journalists will face when they work with humans and 
AI. AI performs routine tasks (e.g., data scraping, template-based writing); howev-
er, how novice data journalists envision their future roles as passive “tool users” 
or active “conductors” (Fang 2023) determines whether journalistic values such as 
public accountability and critical inquiry persist. Second, imaginaries mediate eth-
ical adoption processes. Chinese journalists now worry that AI’s “rigid” output is 
soulless (Zhang and Liu 2024), that algorithmic bias will widen societal fault lines, 
and that generative-model “hallucinations” clash with political sensitivities. How 
aspirants imagine these risks determines their ability to mitigate potential dam-
age. Third, imaginaries mediate between resistance and compliance in constrained 
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spaces. Students may adopt state narratives of AI as promoting “socialist core val-
ues” (Central Cyberspace Affairs Commission 2023) or as critical literacies that resist 
technological determinism (Brennen et al. 2022).

Aitamurto and Boyles (2025) explored four dimensions through which journal-
istic norms and practices, affected by “imaginary constructed visions,” explain the 
importance of algorithmic imaginaries among journalism aspirants. In algorithmic 
distribution, journalistic tasks become more challenging as journalists attempt to 
maintain event or fact reporting over search engines’ preferences. China’s virtual 
ecosystems may influence aspirants to become AI assistants instead of conductors, 
thereby compromising journalistic integrity and ethics. This dynamic may distance 
aspirants from journalism’s public service mission because independent journalists 
in China, although not in favor of algorithms, produce content that complies with 
algorithms to raise traffic and attract audiences (Zhang et al. 2020). Umejei (2022) 
similarly found that Nigerian journalists on Chinese platforms compromise journal-
istic autonomy to increase viewership and algorithmic optimization.

We draw on the lens of sociotechnical imaginaries (Jasanoff 2015) to frame algo-
rithmic imaginaries as co-produced by technical affordances, institutional power, 
and cultural values. Therefore, this study asks:

1.	 How do Chinese journalism aspirants perceive and interpret algorithms and 
AI in digital media, and how do these interpretations shape their envisioned 
future professional role?

2.	 How do Chinese journalism aspirants view the future of journalism in the 
New Era of China, and what role do their imaginaries play in constructing this 
perceived future and societal values?

Algorithmic imaginaries shape journalists’ perspectives on AI, influencing how 
society navigates AI narratives and professional values. This study applies the con-
cept of algorithmic imaginaries, defined as “the way people imagine, perceive and 
experience algorithms” (Bucher 2019), to comprehend AI and human interaction, 
how journalism aspirants envision AI in the Chinese media landscape, how percep-
tions of AI shape professional role visions, and what strategies they devise to align 
with or challenge AI and Chinese society.

Algorithmic imaginaries, rooted in Science and Technology Studies (STS), explain 
how technology embodies sociocultural meanings beyond its technical character-
istics. The perceptions and interpretations of technology are rooted in historical 
processes that assign meanings and construct mythologies. Jasanoff (2015) defines 
sociotechnical imaginaries as “collectively held, institutionally stabilized, and pub-
licly performed visions of desirable futures.” This scope extends from nation-states 
to professional societies and collectivities (Hendriks et al. 2025). Algorithmic im-
aginaries emphasize the interplay among platforms, users, media narratives, and 
societal beliefs (Maragh-Lloyd et al. 2025; Bank 2025), which affect journalism (Di-
akopoulos 2019). Journalists co-construct imaginaries by assigning meaning to AI 
(Ji et al. 2024), thereby influencing their role performance (Lewis et al. 2019). As 
journalistic values are susceptible to spatial or geopolitical imaginaries, AI’s “thing-
ness” must be spatially understood (Suchman 2023; Hecht 2012). Kuai (2025) used 



34

this lens to analyze the integrated shaping of society, politics, education, and jour-
nalism.

China’s education system shapes students’ political ideologies, journalistic val-
ues, and media perceptions (Repnikova 2017). The lack of AI in education has led 
to calls for its inclusion (Zhu et al. 2025; Wang 2022; Hollanek et al. 2025). Wang 
and Kuntz (2023) reported that students interact with media as a primary source 
for forming their imaginaries. They found that comparative analyses with countries 
such as the US and Japan influence these imaginaries. Frau-Meigs (2024) found that 
Chinese students prioritize morality- and competency-oriented values, while Amer-
icans focus on self-improvement, although both affirm honesty and responsibility. 
Carlson (2018) noted that imaginaries shape algorithmic authority, which is also 
supported by Chinese studies (Zhang et al. 2020).

RQ1: How do Chinese journalism aspirants perceive and interpret algorithms 
and AI in digital media, and how do these interpretations envision their future pro-
fessional roles?

Recently, private, governmental, and informal media in China have created a 
diverse and evolving landscape (Zhang et al. 2024). This competition has led to AI’s 
growing influence on content production, distribution, and user engagement, raising 
questions about identity, values, and ethics (Xi and Latif 2022; Zhang et al. 2024; Liu 
et al. 2025), alongside concerns regarding news authenticity and trust (Levy-Landes-
berg and Cao 2025). However, the Chinese public appears to support AI in comple-
menting news broadcasting (Sun et al. 2024).

Functional AI news anchors (e.g., Xin Xiaomeng at Xinhua) and hosts (e.g., Xiaoyu 
at Hangzhou News Broadcast) symbolize the New Era of Chinese media. Cloning 
technology that simulates human voices and movements raises ethical concerns. 
Levy-Landesberg and Cao (2025) introduced the concept of technovocality, analyz-
ing sociopolitical concerns arising at the intersection of voices and media, and de-
scribed how Sogou and Xinhua produced AI clones of human anchors.

The “New Era” in China is linked to Xi’s leadership (Rena and Hillman 2024). 
Scholars have contrasted it with China’s past, emphasizing modern values (Brown 
2018). Some have glorified China’s economic rise as the “New China,” while Xi asso-
ciates the New Era with achieving global autonomy by 2049 (Rena & Hillman 2024). 
We explore how journalism students’ imaginaries are influenced by AI-infused jour-
nalism in this New Era, revealing whether aspirants align with national discourses 
or construct alternative visions. Wang and Kuntz (2023) highlighted how students’ 
memories, perceptions, and media consumption shape their understanding of the 
New Era. Aladdine (2022) termed this media diversification a “digital revolution,” 
which has shaped journalism students’ perceptions of the transformation of jour-
nalism. The Chinese education system is gradually adopting AI technologies (Long 
and Zeng 2016; Wang 2020; Ma et al. 2025).

Thus, we ask:
RQ2: How do Chinese journalism aspirants view the future of journalism in the 

New Era, and what role do their imaginaries play in constructing this perceived fu-
ture and its societal values?
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2. Methodology

2.1. Participants

The study used a semi-structured qualitative approach to explore students’ percep-
tions of algorithmic applications in journalism, their understanding of the future 
of journalism, and their envisioned professional roles in the Chinese media land-
scape. To collect nuanced data, 37 journalism students from three reputable Chinese 
universities in Beijing, Shanghai, and Guangzhou were selected. We contacted the 
relevant administration in journalism schools responsible for student affairs. The 
administration circulated our request with an open invitation to participate in this 
study without offering any financial incentives. From the interested volunteers, we 
recruited 37 journalism students with strong knowledge and articulate communica-
tion skills, all of whom were determined to pursue a career in Chinese journalism or 
media. The pool was clearly informed on the aim of the study (to explore their views 
on algorithms and the future of journalism in China) before they provided consent 
to participate. They were informed that we were not evaluating their knowledge or 
seeking politically affiliated opinions but aimed to obtain an in-depth understanding 
of their perspectives on the subject. The selected cases ensured diversity in univer-
sity affiliation, gender, and years of study, contributing to the collection of distinc-
tive narratives. The sample was distributed across students in their second-to-last 
semesters (20% from the second semester, 30% from the third to seventh semesters, 
and 50% from the last semester). Most students (70%) were from urban areas, such 
as Beijing. Furthermore, 20% were from smaller cities/towns in western China, and 
10% reported a rural background. Five respondents affirmed their affiliation with 
the CPC. This sample was purposively selected to ensure diversity of perspective; we 
do not claim generalizability.

2.2. Data collection

All students were interviewed between December 2024 and April 2025 using an 
in-depth, semi-structured qualitative approach. Each interview lasted between 40 
and 60 minutes and was conducted via secure video conferencing platforms. The 
interviews were conducted in Chinese by the principal researcher. Additionally, 11 
follow-up interviews were conducted with participants whose responses required 
further elaboration for clarification. In total, 48 interview transcripts were docu-
mented. The interview protocols were developed to align with the research ques-
tions. A pilot study was conducted with four Chinese participants not included in 
the primary sample from Malaysia (1), Pakistan (1), and China (2). The pilot study 
experience helped refine our protocols. We developed three major categories of 
questions (see Table 1): (1) participants’ experiences, views, and understanding of 
algorithms in the New Era and their imagined future work; (2) their understand-
ing, hopes, and concerns regarding the role of algorithms in future journalism; 
and (3) their reflections on the role of education, training (e.g., internship), and the 
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sociopolitical context in shaping perspectives. Probing questions were asked to ob-
tain more detailed information.

Section Core Questions Research 
Alignment

Opening & 
Rapport  
(5 min)

Tell me about yourself, your name, age, and 
educational activities. 
What do you do after school, your routine?
Are you practically engaged with journalism? How 
do you do it?

Establishes 
professional 
identity context

Category 
1: Present 
Experiences & 
Visions

4. How do you define an algorithm and AI?
5. What defines China’s New Era in journalism or 
media in a broader sense?
5. Describe your most significant personal 
experience with algorithms in news consumption 
or production.
What human skills would remain irreplaceable in 
an AI-driven Chinese media?
How do you envision integrating AI tools into your 
ideal future journalism workflow?
Which core journalistic responsibilities should 
never be fully automated in your view?

RQ1: Personal 
interpretations → 
Professional role

Category 2: 
Future Societal 
Role

What positive societal impacts could AI-powered 
journalism bring to China in the next decade?
What hidden risks might emerge if algorithms 
dominate news curation?
Sketch an ideal vs. problematic AI journalism 
scenario for 2030.
How could algorithms affect journalists’ 
accountability to the public?

RQ2: Societal 
values → Future 
imaginaries

Category 3: 
Formative 
Context

What aspect of your education has most prepared 
you to navigate AI in journalism?
Describe an internship (or any other) experience 
that reshaped your view of technology’s 
constraints/possibilities.
Was there a moment when classroom theory 
clashed with technological realities?

Contextual 
grounding for 
RQ1/RQ2

V. Synthesis & 
Closing

Complete this: “In the future, a journalist’s 
primary role will be...”
What one tradition from pre-AI journalism must 
be preserved?
Are there any crucial aspects we haven’t covered?

Imaginaries 
crystallization

Table 1. Interview protocols of the study
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The interviews were transcribed, translated into English, and reviewed by three 
language experts. Initially, the Chinese transcripts were sent to a professional trans-
lator. All authors reviewed the translated version to ensure coherence. After mutual 
agreement, the final English and Chinese versions were sent to two English language 
experts well-versed in Chinese to evaluate their coherence and accuracy. The final 
version was used for analysis. We used the best possible English translations for 
slang, sarcasm, and key expressions to retain explanatory power.

2.3. Data Analysis

The analysis focused on the transcribed data to uncover discursive constructions 
underpinning participants’ algorithmic imaginaries and their envisioned future of 
journalism. We drew on Fairclough’s (2003) perspective on the natural process of 
meaning-making in discourse. A multi-tier coding method was used (Corbin and 
Strauss 2012). Initially, open coding identified emerging concepts, which were con-
densed into provisional categories. Axial coding explored relationships between cat-
egories, and selective coding identified central themes and variations. The process 
employed a consistent, comparative approach. Linguistic features were analyzed 
after thematic analysis, focusing on semantic relations (e.g., humans vs. algorithms), 
lexical choices (e.g., alternatives for algorithms), and modality (e.g., [un]certainty 
in recommendations). This revealed underlying assumptions, argumentative strate-
gies, and variations in meaning-making. All participants were assigned pseudonyms 
to ensure confidentiality. Participants reviewed the finalized summary to confirm 
their consent to ensure data validity. We used NVivo 10 for analysis. 

3. Results

3.1. From AI Writing to Writing AI

The central theme that emerged from participants’ frequent indication of a journal-
istic “new era” shaped by AI was how they imagine AI, algorithms, and journalism 
in the new era of Chinese media. Participants viewed AI and journalism as insep-
arable and unsustainable without each other in journalism and Chinese media at 
large. The frequent words that interviewees used to describe the new era of Chinese 
media were “AI media,” “automated reporting,” “no human media,” “AI vloggers,” 
“AI podcasters,” “robotic broadcasting,” and “AI journalism.” Participants reflected 
upon thinking about the new era without AI as “…shallow thoughts of a journalistic 
newbie” (P23). As a student with an urban background responded about the jour-
nalistic new era, “AI reporters, broadcaster(s), and automated news, nothing more.”

Most participants did not refer to any state policy or initiatives related to the 
new era, except for three students who referred to governmental AI policies, China’s 
vision to be an AI superpower, and the use of AI in China’s defense system. Their 
frequency of following national news was higher than that of other respondents. 
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This finding signifies that governmental narratives influenced their new era imag-
inaries. However, other participants reported that their major sources of informa-
tion were social media platforms, especially Weibo and WeChat. Most participants 
did not compare Chinese media with any Western media when discussing the new 
era of Chinese journalism or media. The variation in students’ new era imaginaries 
appeared to be shaped by their preferred sources of information, as indicated by 
their responses.

“I know this progress won’t be possible without our political leadership. The Par-
ty is directing the country to the new path; I mean, economic growth, global power, 
technology, and so many more. China is progressing” (P33, one of the State media 
followers).

I’m proud. We have invented so many things that (the) West is far behind us, 
things like robots, our researches. Haven’t you heard of (the) Chinese Agricul-
tural Revolution! China is not backward; it’s evolving, rising, and will be the 
superpower soon. We are on track. AI innovation is one of the best examples; 
see DeepSeek and compare it with ChatGPT. Haven’t you seen the AI news 
reporter or newscaster? (P 5, a social media user).

Students perceive algorithms in the new era of Chinese media, especially in jour-
nalism practices, as context-blind, trend- and hashtag-chasing, and biased tools with 
no ethical training. Although they view media algorithms as complementary tools 
to human effort, they are concerned about their potential to overtake jobs in the 
media. Their perception of algorithms was mixed; they were in favor of algorithmic 
efficiency and its ability to complement human work, yet critical of an excessive 
focus on trends that marginalized other important indigenous and national events. 
As P4, an intern in a local media channel, responded when asked about her views 
on algorithms,

I think it’s the algorithm in the back that pops up the stories that I frequently 
search or view. Same happens with my friend in school, but sometimes I’m in 
the mood for listening (to) music or watching a (favorite) movie of my taste, 
but it throws dresses, make-up, and such kind of stuff, 废话 [twice], [pause]…I 
think it doesn’t always follow me.

As P31, a seventh-semester student, explained,

… let me describe a bit, aahhmm, I think the [China’s] Space Project was more 
important than Russia and Ukraine. Why (is) my phone showing me news 
about them; isn’t it weird? It means algorithms ONLY [he emphasized] go for 
what most of the people are interested in, 6.6.6 [sarcastically used]. 

They also viewed algorithms and AI as the same, thinking of them as a tool, 
language, program, and GenAI because the majority of students used these terms 
while responding to algorithms and AI. They associated AI with DeepSeek, ChatGPT, 
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Kimi, Sora, and Baidu ERNIE, viewing these tools as AI itself rather than its applica-
tions. However, senior students described AI as a language model, language tool, 
language prompt, and language reader program. The interviewees emphasized the 
cost and time efficiency of using AI and acknowledged its value for educational 
purposes. A second-semester student, P14, stated, “AI and algorithms are not the 
same? I think when I write a prompt to DeepSeek, I am interacting with its algo-
rithm; is that not good? It could sum up things for me, and I can prepare for exams 
easily.”

However, when describing its use in Chinese media, participants’ views were en-
tirely different. They viewed AI in journalism as contrary to the journalistic values, 
which they described as the delivery of facts, emotion, real-time, and on-the-ground 
reporting, and reflection of what people think. In contrast, AI only analyzes data and 
does not know the context. Therefore, “if it is, whatever it is whether right or wrong, 
available as data, the AI can only tell you that (P10).” The majority of students ex-
pressed concern about using AI in the media, citing AI broadcasting while acknowl-
edging its error-free ability to read news. P21 stated,

“Yes, AI does not make mistakes while reading news as it often happens with 
a human; it doesn’t show fatigue, emotions, and awkward moments, but it 
can only read the news [moderate pause]. It could never be an analyst, but 
data catcher, and by the way [with a heavier tone], what data could it have, if 
I [human] stop writing on the internet!” 

Journalism students who are engaged with journalism through internships, writ-
ing blogs, stories, and commentaries on social media had different narratives about 
their future roles in journalism than those who are not practically engaged with 
it. The engaged respondents believed that their future journalistic roles would be 
challenging, tough, painful, and difficult to sustain. However, they were passionate 
about retaining journalistic values such as delivering facts, reporting ground reali-
ties, and practicing impartiality. They believed that their skills were more important 
than AI, even when using AI in journalism. They were not afraid of being jobless but 
were confident that AI could not replace them. 

They also reported that AI assistance would be part of their future tasks in jour-
nalism because of the large amount of information flow, which cannot be crafted 
single-handedly or managed efficiently. Although they used AI assistance to com-
plete tasks on time, they were not in favor of using AI for content writing, specif-
ically for unique stories and investigative journalism. They pointed out that these 
domains are highly contextual and sensitive, and that AI and algorithms do not un-
derstand them.

Look, in (the) future, if I’m working on a story of a single parent woman with 
no child left to take care of her, I can do it better than any language program-
ming tool. I guess it would take a longer time and efforts to correct the AI-pro-
duced stories than my own writing, but yes, I can have some ideas from AI 
(P2).
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It [AI] cannot take my job because they cannot hold it accountable; at the end, 
it’s me [human]. I would be in command, I would be accused or defused. AI and 
algorithms don’t stand in air; human(s) materialize them, we give them life. OK, OK, 
AI can write better, but we write the AI. I won’t be jobless, unless I’m skill-less (P15).

The non-engaged respondents feared that AI journalism and algorithmic prev-
alence would leave no space for journalism students in the media. A segment of 
programming experts would take over their jobs, and they would be left with no 
choice but to vlog, podcast, or self-report on social media or similar platforms. When 
asked about their future professional role, P4 replied, “Job! Hehe, I might not be able 
to have a job in media because the AI reporters and robots in the newsrooms will 
not let me in.” However, they explained that without adhering to the core journalis-
tic values of fact-finding and reporting without any political bias or influence, they 
could not sustain themselves as independent journalists. Like the engaged partic-
ipants, they also acknowledged the hybrid model of independent journalism, but 
were concerned that in the near future, AI and human interaction in journalism 
would make job hunting highly competitive, highly specialized, and data-oriented. 
Most participants interpreted algorithmic use in journalism and media under the 
umbrella of the evolving Chinese media landscape. For example, P19 stated,

I remember my father reading newspapers, I mean printed ones, but I read and 
watch them on my tab, rarely on LED. News, broadcasting, anchoring, reporting, 
and even writing have all changed and are changing, without sound effects and so 
many complex graphics, and now AI! Computer-generated anchors, broadcasters, 
content writers, and influencers are publishing news.

3.2. Media Hybridity Shaping Empathetic Journalism

The Chinese students articulated the future of Chinese journalistic media as an in-
tegration of AI and human work – Media Hybridization. They did not imagine pure 
AI journalism (except P9) and consistently used words like “impossible,” “out of the 
question,” “no way,” and “never.” The viable path involves algorithmic data han-
dling, news distribution, multilingual translations, and textual analysis that comple-
ment journalistic work, improving efficiency and so-called real-time effectiveness 
– “its work won’t have impact like humans do” (P7). However, media hybridization 
risks the erosion of ethical empathy, contextual awareness, and investigative depth 
in stories. One of the participants from a rural background said, “AI writing would 
be empty emotions, no context, no empathy; it could make good breaking news of 
agricultural crisis, but, because I’m from a village, I can describe on (the) ground 
how a young, ambitious farmer will be feeling in that very moment” (P1). 

Their imaginaries about the future of Chinese journalism were focused on soci-
etal issues that they described as data-driven, algorithmic “pick and choose,” and 
viral content being considered valid. The prevalent trends in media, mediated by al-
gorithms, have forced journalists to report, write, and analyze these trends. Howev-
er, journalism in the future is expected to be highly contextualized and investigative 
because “every viral content is not valid” (P17). The overabundance of information 
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on social media, including independent journalists’ content, reduces the shelf life of 
important stories, events, and facts, a problem that will likely worsen in the future 
due to the algorithmic dependence of the media.

I believe you also witness that every viral content is viral until the next viral 
story is on the screen. The war, poverty, a child story, and even a popular song 
or movie are all important and viral until the algorithm picks another viral 
content. This will worsen in the future. Your pain, your story, my good guess, 
would have lasted only for 30 to 40 minutes (P23, part-time journalistic con-
tent writer).

One student noted in frustration, “A celebrity giving coins to beggars will be viral, 
but not the issue of beggary itself.” This reflects a broader anxiety that AI-curated 
content may privilege surface-level spectacle over structural depth, creating a me-
dia reality in which symbols overshadow substance.

Almost all participants mentioned AI-generated reporters, hosts, influencers, and 
female models on social media, indicating deep concerns about their prevalence in 
the near future, which could seriously endanger the ability to report on complex 
human phenomena. Quantifying events and trends will be left to AI and algorithms, 
but in-depth investigation, individual stories, and especially latent facts or margin-
alized forms of silent suffering will remain imperative journalistic domains because 
“Codes can’t see the silent suffering” (P20). In contrast, only one male junior student 
from Beijing imagined a pure AI journalistic future, describing it as “Every media 
house (is) going to have AI reporters, anchors and broadcasters, behind the news-
rooms, AI analysts as well. Codes are going to prevail, period” (P9). The specialized 
journalist role of the future was articulated as 

Well, my duty will not be reporting, for example, only the war data. It will be 
like reporting from the war zone, listening to the grandmother’s stories, the 
widow’s help, and frightened children, and forcing algorithms to carry their 
voices (P26).

Without comparing to international media houses, they proudly expected the 
global reach of Chinese media because of its advancement in AI-generated content 
accuracy and multilingual translations. Chinese culture, scientific advancement, 
and China’s voice in global power would be the primary content distributed glob-
ally. They were skeptical about independent journalists’ impact, having contrast-
ing perspectives, as algorithmic dominance and surveillance were simultaneously 
increasing and being enforced, potentially censoring their voices: “One glitch and 
everything is vanished; who knows what AI would do with my content?” (P16). Al-
most half of the participants described the journalistic future as focused on effec-
tive visuals (e.g., graphics and color combinations) and accurate AI audio, including 
translation and 360° reporting. The most impactful media hybridization would be 
3D-generated visuals with actual human-voice reporting of unseen events, mar-
ginalized stories, invisible scientific discoveries, and inaccessible areas. One of the 
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senior students, referring to the recent discovery of pillars beneath the pyramids of 
Giza, said,

Reading news about huge pillars beneath the Egyptian pyramids is not attrac-
tive and takes time, but 3D videos of these pillars at CGTN and elsewhere are 
like Waoo… they attract everyone. Within one or two minutes, you can learn 
about seven years’ worth of research. I think these methods will be sustained 
in journalism.

Despite their concerns about algorithmic and AI dominance, censorship, unem-
ployment, and data-driven facts, they perceived AI and algorithmic prevalence in 
the media as serving society in dynamic ways, such as disseminating national dis-
courses, narratives, and vital governmental instructions to all multilingual Chinese 
communities promptly. AI’s effective translation ability would break language bar-
riers, and it would be highly convenient for local news channels and independent 
journalists to access, comprehend, and report on cultural complexities in other lan-
guages. The participants from rural backgrounds elaborated on the possibilities of 
media-mediated local-language early warnings, such as alerts about the urgent need 
for rain harvesting, and about floods, droughts, and insect invasions in agricultural 
contexts.

The participants also described how AI has introduced new employment oppor-
tunities in media and journalism, and emphasized that they should be prepared in 
advance, considering emerging interdisciplinary approaches, such as journalistic 
data science, AI journalism, automated graphics and design editing, AI content ed-
iting, and algorithm development. Although they frequently mentioned guest lec-
tures, workshops, and training on emerging interdisciplinary domains, their formal 
coursework did not align with industry requirements: “I cannot develop algorithms, 
work as an AI graphics editor, or even generate AI influencers. What future do I 
have?” (P27, senior student). They urged more practical work and AI-related courses 
and training. A student with an urban background stated,

I should spend one or two days in the classroom, and the rest of the time in the 
field. I wish my studies could have been like this. The future is not about what 
you have studied, but what you can do! (P12).
I know what investigative journalists do because I attended their lectures, but 
I can’t do that; I haven’t been with them to be trained (P25). 

4. Discussion and Conclusion

Using a qualitative in-depth study approach, this study conducted 37 interviews 
(along with 11 follow-up interviews) with journalism aspirants from different 
Chinese universities to investigate how journalism aspirants perceive and inter-
pret algorithms and AI in the new era of Chinese journalism. The study also ex-
plored what professional roles they imagine in transforming the Chinese media 
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landscape, and how they view the future of Chinese journalism and its broader 
social impact. This study explores the complex algorithmic imaginaries within the 
sociopolitical and technological context of the Chinese media ecosystem, providing 
a solid foundation for a deeper understanding of the future of Chinese media, par-
ticularly journalistic practice. The dominant narrative that emerged was that AI is 
algorithmically entangled with journalism, an inseparable relationship that places 
AI in an integral position in the future of the Chinese media landscape. The jour-
nalism students did not perceive a binary contest between machine and human, 
but rather a complementary or mediated partnership, described as media hybridi-
zation. This partnership allows each to compensate for the other’s constraints—on 
the one hand, improving journalistic efficiency and, on the other, mitigating the 
limitations of AI and algorithms. This hybridization also benefits China’s diverse 
geographic and linguistic territories and has emerged as a stabilizing metaphor 
that encompasses essential tasks such as multilingual translation, data processing, 
and content distribution. Their AI and algorithmic imaginaries could be viewed as 
a “hybridization” model of Chinese media. This aligns with several previous stud-
ies (e.g., Dörr 2016; Carlson 2018), including studies on Chinese students (Wang 
and Kuntz 2023).

Contrary to Wang and Kuntz’s (2023) identification of Chinese students’ limited 
knowledge of the New Era concerning national imaginaries, our findings indicated 
that students provided rich descriptions of the New Era within the Chinese media 
landscape. However, similar to Wang and Kuntz’s (2023) findings, most students did 
not articulate their imaginaries as being influenced by state policies or initiatives. 
The source of information emerged as a key factor shaping these imaginaries, as 
their perceptions and interpretations of China’s AI supremacy were implicitly ab-
sorbed through various state media outlets. The students’ restricted imaginaries, 
limited to the Chinese Media landscape, that is, without comparisons to interna-
tional media houses or policies, reaffirmed an implicit alignment with national 
narratives. This contradicts Guo’s (2021), Astarita and Patience’s (2020), and, in the 
Chinese context, Wang and Kuntz’s (2023) emphasis on a comparative perspective 
of students’ imaginaries. Consequently, the integrated context of China’s distinctive 
technological advancement, influenced by national narratives of global leadership 
and propagated through state-driven media ecology, discloses this implicit ideolog-
ical alignment. This is revealed in the students’ descriptions of state-affirming tech-
nological optimism, expressed through narratives of national pride, progress, and 
development.

At the same time, epistemological and ethical concerns, as well as certain fears, 
were prevalent in these imaginaries, as students consistently attributed the trans-
formative new era of Chinese media to AI’s algorithmic bias, data dependence, and 
lack of emotional depth. Such a pattern reflects a conscious and critical interpreta-
tion of the existing and anticipated contest between prevalent journalistic values 
and algorithmic logic. It also resonates with the materialist phenomenology of Coul-
dry and Hepp (2017), who argued that algorithmic media prefer quantification over 
contextualization, which thereby reconstructs social reality and discourse around 
what is visible, viral, and thus validated. Although journalism aspirants distinguish 
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between viral and valid content, this distinction elicits deep anxiety about the algo-
rithmic and AI infrastructure of news production, which could potentially damage 
the core journalistic values of contextualized storytelling, uncovering latent facts, 
and investigative reporting.

Heterogeneous imaginaries are shaped by exposure to practical journalism and 
political affiliation. Practical experience highlights the tension between algorith-
mic pressure to produce viral content and the normative commitment to public 
service journalism. Although this dynamic elicits a compromise of journalistic 
independence on digital platforms (Caplan and Boyd 2018), it also shows that fu-
ture journalists are not passive adopters of AI and algorithms, further highlighting 
their decisive orientation toward ethical and professional use of these technolo-
gies. Such findings contradict Umejei’s (2022) argument about the algorithmic co-
ercion of journalists to produce popular content. The irreplaceability of human 
contextual, ethical, and affective labor in highlighting human suffering, rather 
than merely presenting data, resonates with the recent journalistic concept of 
“human infrastructure,” an imperative mediating force for technology (Anderson 
2017). Political affiliation shapes algorithmic imaginaries that are influenced by 
state narratives framing the evolving Chinese media landscape as an affirmative 
product of governmental efforts and effective policy initiatives. This aligns with 
Zhang et al. (2020), who explored the role of politics in shaping the sociotechnical 
imaginaries of the masses. 

Viral journalism, as proposed by Kostarella and Palla (2024), focuses on attractive 
headlines that evoke public emotions, thereby compromising information credibil-
ity and integrity, discouraging profound and critical investigation, and ultimately 
resulting in a loss of public trust in the media. We refer to this phenomenon as the 
“viral-valid fallacy.” This fallacy represents a nuanced differentiation between the 
virality of content and the validity of information, highlighting how the rapid over-
flow of information across media platforms shortens the lifespan of important is-
sues. This links social media, the “breeding ground for misinformation” (Agbasiere 
2024), with mainstream media and underscores the importance of content integrity, 
credibility, and reliability. Thus, because it is generally assumed that viral content is 
inherently valid, which we identify as a fallacy, participants who were aware of this 
misconception insisted on prioritizing the quality and validity of journalism over its 
virality. The fallacy is rooted in the broader societal shift in communication, driven 
by algorithmic control of visibility, which reduces the longevity of public concerns 
about important issues and amplifies the epiphenomenon; for example, a slip of the 
tongue when describing poverty alleviation may receive more attention than the 
issue of poverty itself. 

The fallacy serves as a critical conceptual intervention in the current informa-
tion ecosystem, particularly within contemporary media, which often misrepre-
sents and misinterprets viral content as valid. This could be unintentional, as the 
media’s fundamental responsibility is to deliver facts. Nevertheless, viral content 
creates a general impression of validity, and the media reinforces this by report-
ing it explicitly as “viral content.” By naming and conceptualizing this fallacy, we 
aim to initiatea scholarly and journalistic dialogue about the epistemological risks 
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inherent in algorithm-driven content dissemination. The fallacy reveals how jour-
nalistic ethics, digital media, and news organizations compromise their integrity 
and credibility through the pursuit of visibility and shareability of viral content, 
which could potentially distort public understanding and marginalize substantive 
issues. One of the essential reasons for highlighting this fallacy is that, on the one 
hand, it challenges normative assumptions about viral content, and, on the other 
hand, it offers media houses potential opportunities to reclaim their commitment 
to validity, depth, and public trust. Therefore, the “viral-valid fallacy” is not just a 
conceptual tool, but also an actionable roadmap guiding researchers toward valid 
content and a deeper understanding of the facts they must evaluate and report.

Imagining the future of the Chinese media landscape and their professional 
roles, some participants feared job displacement while reflecting on the rapidly 
transforming mainstream media and the misalignment of their educational train-
ing with this transformation. Participants indicated that specialized, interdis-
ciplinary media jobs in the future would demand competitive skills rather than 
educational credentials. Highlighting these skills, they emphasized algorithmic 
reasoning, graphics production, and audience analytics. This highlights the urgent 
need to address the misalignment, which could inhibit graduates’ readiness to en-
gage with and transform the media landscape.

Conclusively, the imaginaries of Chinese journalism students reflect AI and al-
gorithms as discursive agents – neither mere tools nor existential threats – co-con-
structing the transforming journalistic roles, including professional identity and 
societal communication. Their sociopolitical and pedagogical contexts implicitly 
shape their algorithmic imaginaries of the new era of Chinese media. However, 
their conscious and critical appraisal of the transforming Chinese media landscape 
revealed a complex interplay between human infrastructure and AI imperatives, 
while preserving the core ethical values of journalism, including contextualized, 
investigative, and factual reporting. These findings offer a future coexistence, 
rather than a competitive environment, between algorithmic efficiency, journal-
istic integrity, and human judgment, and extend an invitation to technology de-
velopers, media policymakers, and journalism scholars to co-design an AI-human 
collaborative media landscape.

Future research may extend this study by investigating the evolving imaginar-
ies of students as they enter the workforce, and by comparing these imaginaries 
with those of students who have pursued independent journalism, podcasting, or 
vlogging. Furthermore, future research may examine the comparative develop-
ment of imaginaries by selecting students from rural and urban backgrounds, with 
varying political affiliations, or by incorporating broader transnational perspec-
tives on openness to sources of information. Understanding the imaginaries of in-
dividuals in a sociopolitical system that seeks to establish its global supremacy is 
not just an academic exercise; rather, it is a necessary endeavor to shape a more 
reflective and equitable future for the media.
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Developing resilience is crucial to prevent and manage natural disasters, each of 
which has unique characteristics that demand adaptable solutions. Nevertheless, 
preventive guidelines mostly apply technical or scientific approaches only, which 
significantly complicates the development of appropriate informational behavior 
and actions. The aim of the study presented here was to clarify the consequences 
of the deficit in resilience that affects communities, a significant cause of which is 
distrust stemming from the lack of proper information. In developing information 
literacy for crisis and warning communication, knowledge of disaster risks—as well 
as the ability to detect, monitor, analyze, and forecast hazards—is essential for effec-
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of warning.
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1. Introduction

The effects of climate change are clearly being witnessed with rising frequency 
across all aspects of the environment. Ongoing alterations in the environment, in-
cluding soil erosion, earthquakes, and diminishing water supplies, contribute sig-
nificantly to unanticipated natural disasters. In turn, devastating natural disasters 
undermine critical infrastructure, education systems, and other social services and 
thus create numerous challenges. Essential factors in addressing the problem are 
the theory and practice based on resilience-based experiences with early warning 
systems (EWSs), which constitute a significant feature of the process of sharing in-
formation in regional societies (Baudoin et al. 2016). 

Developing resilience contributes significantly to the success of the pre- and 
post-disaster reconstruction, an important aspect of which is the level of trust within 
the community. After all, trust is central in human relationships and in mechanisms 
for coping with complexity. In that sense, both trust and resilience are ways to cope 
with complexity as well as uncertainty (Besenyő 2019).

In translating theory into practice in crisis communication, informing communi-
ties properly is a part of complex EWSs that is essential during both the prevention 
and rebuilding processes.

2. Methods

The study presented here was conducted by adopting the chief principles of inter-
national intergovernmental organizations and nongovernmental organizations as 
secondary sources of data. Given the complexity of the study’s topic, comparative 
document analysis was applied while critically acknowledging the credibility, rele-
vance, and timeliness of the data used. Data and results in domestic and internation-
al literature relevant to the topic were collected and examined by using secondary 
research. The study’s objectives were also pursued by collecting and inspecting rel-
evant domestic and foreign literature, including polls, articles, essays on the topic, 
and doctoral theses, both by civilian researchers  by institutes of public security 
meanwhile, relevant literature was reviewed using both analytical and synthetic 
approaches.

3. Significance of developing community resilience 
in the information society

Understanding the informal role of EWSs in developing resilience requires clarify-
ing the concept of resilience. Resilience is generally defined as the process of appro-
priate adaptation following events that cause trauma, tragedy, and other dangers or 
sources of significant stress using tools that are fundamentally biological, psycho-
logical, social, and cultural in nature and that help individuals to apply ppropriate 
processes of responding to stress (American Psychological Association 2014). 
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The development and characteristics of resilience vary by region and commu-
nity, and it is important to distinguish between the traumas experienced by com-
munities and individuals, for responses to stress from those traumas differ as well. 
For instance, the process of promoting a sense of hope and unity following trauma 
by adapting resilience differs in a war-torn or developing country compared with a 
developed, resource-rich region (Walker and Salt 2006).

The resilience matrix clearly and comprehensively summarizes the process of 
establishing of  an appropriate level of resilience in affected communities, with 
the development of adaptive behavior based on raising awareness, considering so-
cial being, and practically applying scientific theories. On that basis, the resilience 
matrix can be divided into eight parts, in which predominantly negative values 
continuously affect positive ones and, by extension, significantly reduce their char-
acteristics and impacts. In the process of developing resilience, the goal is to enable 
the affected individual or community to reverse the process in the resilience matrix 
by allowing the positive areas and values to dominate while continuously correcting 
the negative ones (Karvalics 2022b).

3.1. Trust in effectively using community-based information and enabling 
resilience

A particular community’s level of resilience is significantly determined by the level 
of trust within it, the degree of inequality within it, and their interrelationship. 

The established level of trust can be interpreted using a two-level scale. On this 
two-tier scale, one value reflects the degree of knowledge supported by adequate in-
formation, while the other indicates the extent of uncertainty or missing knowledge. 
Together, these two values define the appropriate level of trust.

(Sumpf 2019). The familiarity principle can be applied to balance the scale based 
on the idea that trust fundamentally represents favorable future expectations and 
belief in situations in which the outcome is unpredictable (Möllering 2006). Building 
the level of trust is essential not only for resilience but also for the success of each 
community’s functioning, because individual social interactions are also based on 
mutual trust when a favorable outcome is expected (Luhmann 2017). 

An affected community can easily manage misinformation within it if it retains 
a sufficient level of trust toward the institutions, organizations, and individuals pro-
viding that information. Overall, theoretical reasoning suggests that communication 
about limits of knowledge can foster conscious trust in the system by recognizing 
the potential for failure and adjusting expectations to maintain stable trust (White 
and Eiser 2006).

Building on these expectations surrounding trust in risk and warning commu-
nication, it is essential to clarify how crises themselves are conceptualized within 
the broader field of crisis communication. Crisis communication is a multidiscipli-
nary area of study encompassing a variety of practices that organizations use to 
communicate before, during, and after crises to restore normal operations.  Accord-
ing to Ulmer et al. (2015), crises are unique moments that move beyond common, 
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unpleasant calamities and, following Herman (1972) have three distinguishing 
markers: surprise that exceeds expectations, a threat or risk that exceeds standard 
operations, and the need for organizations to respond quickly and effectively. Al-
though many definitions of organizational crisis  exist, a multidisciplinary approach 
to understanding an organizational crisis includes acknowledging that a crisis is a 
highly consequential event or series of events of little to no predictability that either 
perceptually or actually threaten an organization’s performance or public percep-
tion and consequently cause the organization to engage in sensemaking in order to 
reduce uncertainty and restore stability (Coombs 2014; Ulmer et al. 2015; Weick and 
Sutcliffe 2007). To be clear, that definition comprises five components:

1.	 Organizational crises have significant consequences for organizational oper-
ation and reputation; 

2.	 Organizational crises an be a simple or complex event or a series of events 
that converge; 

3.	 Organizational crises  surprises that have little to no predictability; 
4.	 Organizational crises early or perceptually threaten performance or public 

perception; and
5.	 Organizational crises enquire organizations to engage in a sensemaking pro-

cess to reduce uncertainty and restore a semblance of stability that allows 
organizational life to be sustained.

4. Crisis communication and EWSs as tools to improve 
information literacy

As a result of climate change, numerous disasters occur worldwide each year that 
cause trillions of dollars in damage and alter, if not threaten, the daily lives of count-
less human lives. In the coming decades, that trend will become increasingly sig-
nificant as natural disasters become more frequent (Intergovernmental Panel on 
Climate Change 2013).

In response, disaster-based risk management has recently been articulated in 
the fields of  hydrology, and meteorology and in numerous theoretical and practical 
guidelines (Plate 2002). The application of those theories and guidelines can be inter-
preted as the development of EWSs. In general, EWSs operate based on forecasting, 
disaster assessment, communication, and timely response, all with the aim of deliv-
ering the appropriate information to individuals, communities, and governments in 
affected areas in time. Such action and information are essential for timely respons-
es to reduce the risks posed by natural disasters. 

Each EWS is a distinct kinds of technology, including sensor devices and ICT for 
sensor data exchange (Mokhov et al. 2011). To achieve the most efficient results, the 
system also uses specialized software that filters, deletes, and stores information and 
data, complemented by software that analyzes usable tools, documents, and models. 
Most of the models examined in research and/or used are mostly hydrological and 
evacuation models, whose combined application of tools supports the ultimate pur-
pose of any EWS: to aid the decision-making process (Krzhizhanovskaya et al. 2011).
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Because EWSs are influenced by numerous geographical and administrative fea-
tures, systems such as the Delft-FEWS (i.e., Flood EWS) and MIKE Flood Watch have 
been developed that apply general analysis and tools. Both of those systems aim to 
flexibly ensure timely information exchange, facilitate the integration of sensors 
and other data, and provide the most effective response process during emergencies 
with the help of appropriate models and visualization tools (Werner et al. 2013). 

4.1. Categories of EWSs

Socially based EWS developments for risk management and forecasting are typical-
ly adapted to accommodate the social characteristics and changes of the community 
affected and increase the community’s disaster resilience capacity Such develop-
ments significantly reduce damages that cause loss of life, severe health issues, and 
material destruction.

One of the most-used hazard warning systems is the multi-hazard EWS, which 
was developed for managing various, distinct disasters in which hazardous events 
can occur independently, in parallel, or in a chain reaction but necessarily impact 
each other. The multi-hazard EWS, through coordinated integrated mechanisms and 
abilities involving multiple scientific disciplines, is capable of simultaneously warn-
ing about multiple hazards and significantly increasing the effectiveness of fore-
casts (United Nations Office for Disaster Risk Reduction 2017).

Figure 1. The multi-hazard early warning system (United Nations Office for Disaster 
Risk Reduction 2017)
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By comparison, a people-centered early warning system (PEWS) is part of com-
munity-based developments in EWSs that are fundamentally characterized by 
people-centered, bottom-up organized systems. In the PEWS approach, different 
fragmented areas are provided with unified information regarding disaster situa-
tions (Zia and Wagner 2015). The primary goal of a PEWS is to “empower individuals 
and communities threatened by hazards to act in sufficient time and in an appro-
priate manner to reduce the possibility of personal injury, loss of life and damage to 
property and the environment” (United Nations International Strategy for Disaster 
Reduction 2006). It contributes to the affected individuals by recognizing their im-
portant role in the process of reducing vulnerability and damage, and, as a result, 
it strengthens the community’s capacity for resilience so that they can cope with 
regional risks on their own (Marchezini 2020). Each PEWS has four fundamental 
elements: risk awareness, risk surveillance and alert services, risk communication 
and distribution, and reaction capacity. 

Figure 2. Elements of a people-centered early warning system (United Nations 
International Strategy for Disaster Reduction 2006)

4.2. Crisis communication

Crisis communication is the primary tool for establishing the level of trust necessary 
for appropriate resilience and community information. In interpreting crisis com-
munication, it is essential to examine the development and principles of informa-
tional behavior, which has determined human and other forms of life throughout 
evolution by in terms of timely preparation for survival and changes in environ-
mental impacts. 
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Theory on informational behavior was first developed by Lajos Kardos (1899–
1985), who created the informational cycle model named the “adiaphora determina-
tion schema.” According to the schema, the essence of informational behavior is that 
an environmental effect that is barely perceptible at first reaches the individual, 
but that reaction is already capable of bringing about impending danger. During 
the time between the effects of the two processes, the individual has the opportu-
nity to provide the most appropriate response to the dangerous situation—that is, 
to process, interpret, and finally make a decision and implement effective action in 
response (Kardos 1976). 

Other significant research and theory concerning informational behavior has 
been developed by John Richard Boyd, a former colonel of the U.S. Air Force who 
created the observe–orient–decide–act (OODA) loop model (Frost et al. 2012). The 
OODA model’s central concern is the evolution of the characteristics of the continu-
ously changing environment of threats and opportunities in relation to the applica-
tion of effective action and feedback loops. In the OODA model, four processes can 
be distinguished: observing the environment (i.e., observe), processing observations 
(i.e., orient), decision-making (i.e., decide), and action (i.e., act). Accordingly, behav-
ior is determined by the result of decisions arising from comparing information 
formed by a combination of the perception of the external and internal world and 
the meanings associated with them (Karvalics 2022a). 

Figure 3. Boyd’s observe–orient–decide–act loop model (Frost et al. 2012)

In Kay and King’s (2020) work on the theory of radical uncertainty regarding 
informational behavior, it is suggested that experiential, practical information does 
not contribute to successful forecasting when only partial information and under-
standing are available. As a result, preventive responses to an emergency are neces-
sarily limited. That theory also highlights the relationship between confusion arising 
from the lack of access to appropriate information and limited action. 
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Overall, crisis communication is a theoretical and practical tool that applies 
specific communication before, during, and after any crisis to eliminate the threat. 
According to the general definition, a crisis is a unique situation in which an unex-
pected threat and risk arise that affects the normal daily functioning of individuals 
and communities and whose resolution requires responsible organizations to re-
spond as effectively as possible within a short period (Ulmer et al. 2015). By exten-
sion, a crisis is also an unpredictable event or series of events that have extremely 
significant consequences for the individuals and communities affected, for the un-
expected situation threatens stability and security and significantly impacts pub-
lic opinion (Weick et. al 2007). Turner (1976) has additionally separated each crisis 
into stages such as regular operations, beginning of the crisis, triggering event, early 
stages of the crisis, rescue and recovery, and the reorientation of the belief structure 
(Fischbacher and Smith 2001). 

Those models and theories emphasize the significance of the pre-crisis phase, 
when organizations can prepare for possible future threats by developing and im-
plementing preventive solutions and training and by using models that are appro-
priate for critical situations, which contribute to establishing proper relationships 
between individuals and relevant institutions (Karvalics 2019). Furthermore, during 
precise and timely crisis communication, certain cultural aspects have to be consid-
ered, for neglecting those factors can reduce the effectiveness of the response to the 
crisis both in the preventive phase and in the period following the crisis (Aldoory 
2010). 

5. Conclusion

Climate change, as one of the greatest global challenges of our time, presents numer-
ous challenges to affected communities and their governments. Due to differences 
arising from the social, cultural, and economic characteristics of communities and 
individuals, the tasks involved in preventing and managing unexpectedly occurring 
natural disasters require an extremely complex solution. Among those solutions, 
the most effective methods include establishing and applying resilience-based strat-
egies, guided by specific knowledge about the complexities, to ensure the exchange 
of accurate information and establish information literacy in order to develop the 
foundations of trust in affected communities. The benefit of those processes is sig-
nificant, for the tasks involved in preventing and managing natural disasters rely 
on timely, accurate information within communities. By extension, the exchange of 
such information depends on the level of trust between communities, governments, 
and competent authorities and, if adequate, can ultimately establish the essential 
characteristic of resilience. 

Being essential to information literacy, EWSs play a significant role in reducing 
and managing the risk of disasters, for their effectiveness contributes to extending 
lead times and minimizing losses by applying proper models of crisis communica-
tion.
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Unpacking the effects of user anonymity and user 
popularity on the intensity and diffusion of hate speech 

on Twitter (X) in Afghanistan

The spread of hate speech on social media, along with its psychological and social 
harms, potentially even hate crimes, has raised concerns among citizens and pol-
icymakers. In response, scholars have explored strategies to reduce hate speech’s 
virality and thus its harms. Using a corpus of 3,210 comments in Persian and Pashtu 
posted by Twitter users in Afghanistan, we examined how users’ anonymity and 
popularity affect the intensity and diffusion of hate speech. In a series of binary 
logistic and multiple regression analyses, anonymity showed positive relationships 
with hate speech’s intensity and diffusion on Twitter, whereas user popularity was 
negatively associated with these factors. A social network analysis also revealed that 
anonymous accounts were the core nodes in the hate speech cluster and suggested 
a peer-to-peer (i.e., anonymous user to anonymous user) pattern of interaction. By 
contrast, non-anonymous users tended to avoid interaction with their anonymous 
counterparts.

Keywords: Afghanistan, anonymity, hate speech diffusion, hate speech intensity, Twitter, 
user popularity
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1. Introduction

As the exponential rise of online hate speech promoting animosity and violence 
gains traction as a global phenomenon (Kilvington 2021; Lingam and Aripin 2017; 
Williams et al. 2020), its psychological and social negative impacts increasingly at-
tract widespread attention from researchers and policymakers alike (Bilewicz and 
Soral 2020; Castaño-Pulgarín et al. 2021). Studies have shown that the spread of hate 
speech in social media feeds and comment sections is facilitated by the technical 
features and affordances of these platforms —that is, “social media affordances” 
(Ben-David and Fernández 2016)—with anonymity on social media being one of the 
most debated and oft-cited factors (Brown 2018; Castaño-Pulgarín et al. 2021; Gorenc 
2022; Jaidka et al. 2022). Research has also noted that anonymity contributes to the 
spread of weaponised information (i.e., mal-, dis-, and misinformation), which itself 
tends to instigate hate speech (Brown 2018; Gorenc 2022; Nascimento, Cavalcanti 
and Da Costa-Abreu 2023). Conversely, other findings suggest that anonymity does 
not directly motivate the spread of hate speech but instead contributes to freedom 
of speech, deliberative democracy, and other positive outcomes (Ellison et al. 2016; 
Jaidka et al. 2022; von Essen and Jansson 2018). Beyond that, yet another strand 
of research has indicated that social media affordances are not solely responsible 
for inciting and spreading hate speech, for the user’s status in the network and 
their malicious intent, combined with ill-structured language, may also weaponise 
these tools for the diffusion of hate speech (Ben-David and Fernández 2016; Schmid, 
Kümpel and Rieger 2024). 

Previous studies examining online hate speech have predominantly concentrat-
ed on the detection of hate speech (Fortuna and Nunes 2018; Kocoń et al. 2021; Wil-
liams et al. 2020), while other aspects have remained underexamined (Chakraborty 
and Masud 2022), including platform affordances and user elements that influence 
the intensity and diffusion of hate speech on social media. In our study, we aimed 
to extend this line of research by investigating how anonymity (i.e., a platform 
affordance) and user popularity (i.e., a user factor) affect hate speech’s intensity 
and diffusion in the comments section of Twitter. The interactive nature of Twit-
ter’s comments section enables users to respond to one another, which often leads 
to heated discussions on controversial topics that may result in incivility and hate 
speech (Lingam and Aripin 2017; Zannettou et al. 2020). Despite the abundance of in-
sightful research on hate speech, the factors leading to its intensity and diffusion in 
comments have received scant attention. Moreover, because research has primarily 
focused on hate speech in English, its dynamics in other languages have remained 
largely unclear (Fortuna et al. 2019). 

Against this backdrop, we conducted a quantitative content analysis on a dataset 
of 3,210 tweets in Persian and Pashtu from users in Afghanistan in order to examine 
how the abovementioned factors affect the intensity and diffusion of hate speech on 
social media. We also employed social network analysis on the hate speech cluster 
data to answer two questions: 

1.	 How do anonymous and popular accounts that engage in hate speech rank 
within hate speech clusters on Twitter? 
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2.	 How do levels of user anonymity and popularity influence patterns of interac-
tion in hate speech clusters on Twitter?

The data for our study were collected from Twitter users in Afghanistan, an Asian 
country that has been embroiled in decades of war and conflict. Afghanistan’s social 
milieu, with profound division along ethnic–lingual and religious lines, has fostered 
a hostile, even toxic online atmosphere that is an apt case for studying hate speech 
(Pamirzad 2025). Moreover, aligned with past findings encouraging cross-language 
and cross-cultural exploration of hate speech (Fortuna et al. 2019), our results pro-
vide unique insights into an underexamined topic in Afghanistan as well as in the 
Persian and Pashtu languages, and thus stand to enrich the literature. 

In what follows, we review the relevant literature, articulate the study’s hypothe-
ses, and describe the methods employed. After that, we present and discuss the results 
and provide our conclusions, along with their implications for theory and practice.

2. Literature review and hypotheses 

2.1. Hate speech and its intensity

Despite being a buzzword, hate speech still lacks a universally agreed-upon defini-
tion (Gorenc 2022; Guo and Johnson 2020; Schäfer, Sülflow and Reiners 2021; Ște-
făniță and Buf 2021; Vári 2018). As a concept, hate speech has been defined from 
various perspectives. Some scholars have defined it as negative content fraught 
with swearing, insults, verbal abuse, and hateful derogatory words (Kilvington 
2021; Lingam and Aripin 2017) that encompasses all forms of expression that prop-
agate, encourage, support, or legitimize religious hatred, xenophobia, racial hatred, 
aggressive nationalism, and ethnocentrism, as well as hostility and discrimination 
targeting minorities, migrants, and other social groups (Parvaresh 2023; Schäfer, 
Sülflow and Reiners 2021). Other definitions of hate speech are associated with its 
forms, which consist of an array of verbal, nonverbal, symbolic, explicit, and im-
plicit communicative actions involving the use of inappropriate language to attack 
others (Nascimento, Cavalcanti and Da Costa-Abreu 2023; Parvaresh 2023; Schmid, 
Kümpel and Rieger 2024; Ștefăniță and Buf 2021). 

Hate speech has also been defined from a normative perspective as a form of 
social deviance—that is, an activity that violates social norms—that runs counter to 
standard cultural behaviours and interactional norms (Castaño-Pulgarín et al. 2021). 
Furthermore, social networking sites (SNSs) have their own definitions of hate 
speech that they use as a basis for moderating and filtering out content. Twitter and 
Facebook, for example, state that any tweet or post that directly attacks or advocates 
the use of violence against individuals based on their race, ethnicity, national origin, 
gender, age, disability, or serious illness is considered to be hate speech (Ben-David 
and Fernández 2016; Mathew et al. 2019). 

As a multidimensional concept, hate speech has been classified in different ways. 
Based on its targeting of social groups, it has been classified into four categories: 
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political, racial, religious, and gender-based hate speech (Castaño-Pulgarín et al. 
2021; Guo and Johnson 2020; Schäfer, Sülflow and Reiners 2021). Posting racist com-
ments, racist humour, and racial stereotypes constitutes racial hate speech, while 
misogynistic comments containing sexist language represent gender-based hate 
speech (Saresma, Sanna and Varis 2020). Using derogatory terms and hostile rhet-
oric, as well as demonising and belittling political opponents, are considered to be 
forms of political hate speech (Trajkova and Neshkovska 2018). By contrast, posting 
profane comments, slander or defamation, sarcasm, antisemitism, and Islamopho-
bia can represent religious hate speech (Lingam and Aripin 2017; Ștefăniță and Buf 
2021). 

Along other lines, scholars interested in detecting hate speech have employed 
a binary classification—hate speech versus non-hate speech or offensive versus 
non-offensive content— while considering whether such speech targets a specific 
group or groups (Fortuna and Nunes 2018; Zampieri et al. 2019). Concerning hate 
speech’s intensity, however, studies have argued that hate speech should be ex-
amined beyond that binary classification, for it can range from less offensive and 
subtly devised to blatantly insulting and violent language (Ruzaite 2018). Bahador 
(2020) has thus classified hate speech along a spectrum from its lowest (i.e., disa-
greement) to its highest forms, with the latter being threatening an individual with 
death or a group with massacre and genocide. This range demonstrates various 
degrees of the intensity of hate speech, or “hate speech intensity,” from mild to 
highly violent (Fortuna and Nunes 2018; Kocoń et al. 2021; Parvaresh 2023), with 
the implication that hate speech is not a one-size-fits-all phenomenon but exists 
on a continuum of hate. In that vein, scholars have compared Gordon W. Allport’s 
(1954) spectrum of racism to the continuum of hate speech (Sachdeva et al. 2022), 
beginning with prejudiced verbal language as racism’s weakest manifestation to 
actual extermination as its strongest. Consequently, hate speech, beyond its ad-
verse individual-level psychological impacts, including fear, depression, unhappi-
ness, anxiety, desensitisation, and post-traumatic stress (Bilewicz and Soral 2020), 
can also lead to social avoidance, discrimination, physical attacks, and intended 
extermination (Bilewicz and Soral 2020; Sachdeva et al. 2022). On social media, 
an individual may block or unfriend someone to avoid exposing their hate speech 
(i.e., social avoidance), which can reinforce the discrimination and hostility be-
tween social groups (Chakraborty and Masud 2022; Lingam and Aripin 2017). Like-
wise, high-intensity hate speech that incites and promotes violence and physical 
harm can spill over into real-life settings by fueling hate crimes such as the attack 
on a synagogue in Pittsburgh, PA, and the shooting in a mosque in Christchurch, 
New Zealand (Maarouf, Pröllochs and Feuerriegel 2024; Mathew et al. 2019; Pa-
mirzad 2025). 

2.2. Impact of user anonymity on user popularity

The anonymity of users on social media, or “user anonymity,” involves using these 
tools without sharing identifiable information (Backes et al. 2016; Curlew 2019; 
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Gulyás 2017). Users may choose anonymity based on different reasons; some pre-
fer to remain anonymous or semi-anonymous in order to keep the size of their 
network manageable and only known to people in real life, whereas others may 
choose to be anonymous even among their friends and relatives (Ellison et al. 2016; 
Ma, Hancock and Naaman 2016). Therefore, unlike in the real world, social media 
anonymity affords users flexibility in selecting their identities. Such a customiza-
ble identity may help users to reduce mobbing on their online networks; however, 
it can also facilitate the spread of hate speech or counter-normative actions by 
some users (Castaño-Pulgarín et al. 2021). Moreover, users may choose anonymity 
as a strategy of online activism to reduce threats and perceived risks in repressive 
political environments (Ellison et al. 2016; Jardine 2018). Considering the pro- and 
antisocial potential of anonymity, various social media platforms have adopted 
different measures. For instance, Facebook, addressing the negative aspect of an-
onymity, has adopted a real-name authentication policy to increase the quality of 
content and accountability and decrease misconduct such as spamming, bullying, 
hacking, and spreading hate speech (Peddinti, Ross and Cappos 2017). Converse-
ly, Twitter accentuates positive aspects of anonymity as contributing to freedom 
of speech and thus allows users to choose their preferred level of identifiability 
(Backes et al. 2016). 

Although the positive and negative aspects of user anonymity have been explored 
(Brown 2018; Ellison et al. 2016; Jaidka et al. 2022; Kilvington 2021; Ma, Hancock and 
Naaman 2016; Zannettou et al. 2020), its impacts on the popularity of users on social 
media, or “user popularity,” have not received sufficient attention. User popularity 
refers to the size of a user’s network and their number of followers, which enhances 
their centrality in the network (Garcia et al. 2017; Vedadi and Greer 2021). Research 
has shown that user popularity on social media is linked to personalisation, authen-
ticity, trust, and perceived realness (Rutledge 2021; Yuan and Lou 2020). Popular 
users, also known as opinion leaders, use personalisation to enhance and elevate 
their standing within the network. By actively engaging with their followers, they 
create an authentic, relatable online presence. By contrast, anonymity is rooted in 
uncertainty and disingenuousness. Anonymous users who withhold identifiable in-
formation cast themselves as enigmatic figures with unknown personalities (Alexo-
poulou and Pavli 2021). 

Even so, some anonymous Twitter accounts defy this norm of identifiability by 
becoming popular nevertheless. The @YourAnonNews account, for instance, boasts 
more than 7.5 million followers on Twitter, possibly due to their statuses and the 
content that they publish, which aligns with the highly polarised global landscape. 
Events such as Israel–Palestine and Russia–Ukraine conflicts have profoundly di-
vided people worldwide (Milmo 2022), and the polarising posts of anonymous ac-
counts resonate with the polarised public and thus explain their popularity. On a 
micro level, however, we maintain the conventional argument that identifiability is 
the primary source of user popularity (Yuan and Lou 2020). Thus, we first hypoth-
esised that: 

H1: User anonymity is negatively associated with user popularity on Twitter.



66

2.3. User anonymity’s impact on the intensity and diffusion of hate speech 

User anonymity refers to the avoidance of disclosing personal or socially identifia-
ble information on social media (Backes et al. 2016; Gulyás 2017). It is a continuum 
from identifiability to anonymity (Eklund et al. 2022)—for instance, from complete 
anonymity on Yik Yak, Whisper, and Secret, where no traceable information of us-
ers exists, to partial anonymity and pseudonymity on conventional platforms such 
as Twitter (Curlew 2019; Ellison et al. 2016; Peddinti, Ross and Cappos 2017). User 
anonymity can be further classified into personal identity and social identity ano-
nymity (Jaidka et al. 2022). Whereas personal identity anonymity refers to the ab-
sence of identifiable information about individuals (e.g., name, email address, and 
phone number), social identity anonymity refers to the absence of users’ identifiable 
information about their social, political, and ideological connections. People can be 
personally anonymous but socially identifiable by exposing signs of affiliation to a 
social or political group on their accounts. Though they may use pseudonyms, their 
profile pictures, posted content, hashtags, and bios can reveal their social identities 
(Jaidka et al. 2022).

Studies have revealed social media anonymity’s positive and negative aspects and 
its use for pro- or antisocial purposes (Ellison et al. 2016). As for positives, it enables 
people to discuss topics that they might otherwise avoid by protecting their privacy 
and thus facilitates freedom of speech in suppressive political environments. Such 
freedoms include criticising an official or flagging flaws and corruption in the sys-
tem, for anonymity strengthens the user’s feeling of perceived safety (Brown 2018). 
Studies have also indicated that anonymity benefits women, likely by decreasing 
their identifiability and making them less prone to harassment on social media (Ma, 
Hancock and Naaman 2016).

Concerning the spread of hate speech, or “hate speech diffusion,” studies have 
additionally shown that anonymity’s effect varies based on its type. Research has re-
vealed that having an anonymous personal identity while maintaining a non-anon-
ymous social identity increases the quality of political discussion by fostering 
rationality and civil discourse (Jaidka et al. 2022). However, most studies have added 
that anonymity is also associated with offensive and aggressive behaviours; it in-
cites violence, promotes discrimination against individuals and social, political, and 
gender groups, and motivates extremism, bigotry, and propaganda (Brown 2018; 
Castaño-Pulgarín et al. 2021; Gorenc 2022; Zannettou et al. 2020). This stream of re-
search has also suggested that anonymity provides users with a sense of safety by 
making them feel less obliged and accountable to observe conventional behavioural 
norms and boundaries, which raises their likelihood of disseminating hate speech. 
Similarly, anonymous users can become deindividuated and disinhibited and turn 
more violent and aggressive, which amplifies the intensity of hate speech (Brown 
2018; Ellison et al. 2016; Kilvington 2021; Zannettou et al. 2020). Consequently, we 
also hypothesised that:

H2: User anonymity is positively associated with hate speech diffusion on Twitter.
H2a: User anonymity is positively associated with hate speech intensity on Twitter.
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2.4. User popularity’s impact on hate speech intensity and diffusion

On social media, user popularity refers to the size of a user’s network, implying their 
reach and influence based on the number of followers and their centrality within 
a network (Balaban et al. 2020). Popular users enjoy a high degree of prominence, 
and their involvement in hate speech diffusion can significantly impact the overall 
network (Riquelme and González-Cantergiani 2016). Research has shown that pro-
moters of hate speech on Twitter have large numbers of followers, followees, group 
memberships, and like counts, which indicate the involvement of popular accounts 
in hate speech diffusion. However, it has remained unknown whether the associ-
ation between user popularity and hate speech diffusion is statistically significant 
(Perera et al. 2023). Furthermore, user popularity’s influence on hate speech inten-
sity has yet to be investigated. 

According to previous studies, users gain popularity through sincere relation-
ship-building with their followers based on respect, mutual trust, and personal af-
fection (Men et al. 2018; Yuan and Lou 2020). Studies have also shown that fame on 
social media is riskier than offline, because the association between online popular 
users and their followers hinges on a sense of personal closeness intertwined with 
the followers’ emotions (Rutledge 2021). Thus, any mistakes the popular users com-
mit can sway followers and swiftly diminish their popularity (Rutledge 2021). Thus, 
popular users may be less likely to participate in hate speech diffusion in order to 
avoid losing users’ trust, respect, and affection. Moreover, to avoid being targeted 
with reciprocal hostility due to posting hate comments, which could damage their 
fame (Ellison et al. 2016; Kilvington 2021), popular users are unlikely to spread hate 
speech at an intense level. Thus, we additionally hypothesised that:

H3: User popularity is negatively associated with hate speech diffusion on Twitter.
H3a: User popularity is negatively associated with hate speech intensity on Twitter. 

Figure 1. summarises our research model in relation to our hypotheses.

Figure 1. Research model with hypotheses
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3. Method

3.1. Sampling and data collection

In recent years, hate speech has increased markedly online, and Twitter has become 
a widely studied platform regarding the phenomenon (Matamoros-Fernández and 
Farkas 2021). In Afghanistan, following the Taliban’s takeover in 2021, unprecedent-
ed social and political restrictions have resulted in censorship and self-censorship, 
and many social media users have opted to create fake accounts on social media, par-
ticularly Twitter. Since then, hate speech has dramatically increased among Twitter 
users in Afghanistan (Pamirzad 2025), and some mainstream media analysts and 
popular users have even been involved. Using the keyword inquiry approach, we 
chose certain contentious viral events susceptible to inciting hatred and searched 
for the most often recurring terms related to political, social, ethnic, and religious 
hate speech in Afghanistan’s sociopolitical context. The cases include an online cam-
paign named “متسین ناغفا نم” (‘I am not Afghan’), Afshar “راشفا” (i.e., a massacre in 
1993 that is remembered every February), and a poem recitation in March 2024 that 
caused heated discussions and hatred (Pamirzad 2025). Both keyword searching and 
tracking polarised events that have incited hate speech and hostility online have 
been used in past studies to extract data.

To narrow our sample, we adopted a criterion that allowed only posts that re-
ceived more than 20 comments related to keywords and case inquiry to be includ-
ed. The criterion was adopted based on the idea that comments are a quantitative 
measure of the virality and profundity of discussions on social media, whereas posts 
with fewer comments lack such features (Konovalova et al. 2023; Pamirzad 2025), 
which may not contribute to the depth of knowledge. Consequently, 62 posts that 
met that condition were selected, and their comments were extracted in June 2024, 
with comments spanning the period from April 2019 to March 2024. After discard-
ing the duplicates, the final sample in our manual content analysis contained 3,210 
comments. Twitter Replies Exporter, a browser extension, was used to extract the 
data, and SPSS version 27 was used for quantitative analysis. Moreover, a network 
file was designed using comment sources as nodes and replies received as edges, 
and Gephi 0.10 software was used for network analysis.

3.2. Operationalisation of variables

For user anonymity, we adopted the approach proposed by Esteve, Moneva and 
Miró-Llinares (2019) and Peddinti, Ross and Cappos (2017), which categorises us-
ers’ metadata into four levels of anonymity: anonymous, partly anonymous, identi-
fiable (i.e., non-anonymous), and unclassifiable. Further refining that classification, 
we followed Jaidka et al. (2021) by differentiating personal from social anonymity. 
According to Jaidka et al., if an individual is personally anonymous but has a link, 
a brief bio, or a symbolic feature that signals their social membership, they can be  
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regarded as partly anonymous. For that reason, we classified anonymity into three 
categories—non-anonymous, semi-anonymous, and anonymous—and coded the 
variable using users’ metadata in the dataset (see Table 1). 

Type of anonymity 
and codes Definition Sources

Non-anonymous (0)

Users with conventional names (i.e., names 
for humans, particularly in Persian and 
Pashto), congruency between their name 
and Twitter ID, clear social identities, or 
jobs in their bios

Esteve et al. (2019) 
and Peddinti et al. 

(2017)

Semi-anonymous (1)

Users with ambiguous personal 
information (e.g., first and last names) but 
socially identifiable details (e.g., ethnicity, 
political party, location, or employer) 

Jaidka et al. (2021) 
and Peddinti et al. 

(2017)

Anonymous (2)

Users without traceable information on 
their profiles (e.g., first and last names) or 
with unconventional names (e.g., names of 
objects or unknown characters that are not 
consistent with human names, particularly 
in Persian and Pashtu), and users without 
clues in their bios 

Esteve et al. (2019) 
and Peddinti et al. 

(2017)

Table 1. Coding manual for user anonymity

User popularity refers to the extent of a user’s in-degrees and centrality in a net-
work (Balaban et al. 2020), measured by the number of followers. We used the num-
ber of users’ followers to measure popularity and log-transformed it to achieve a 
normal distribution (M = 4.78, SD = 2.03; Zhang et al. 2023). Moreover, using the 
visual binning function in SPSS, we transformed the index into four clusters, with 
cutoff points based on ±1 SD in relation to the mean to measure different levels of 
popularity. Below the mean, the lowest cluster was labelled unpopular (n = 491), and 
the second-lowest, somewhat unpopular (n = 1,162); above the mean, the first cluster 
was labelled somewhat popular (n = 1,045), and the cluster above it, highly popular 
(n = 512).

Hate speech intensity refers to the strength of the tone, meaning, and expression 
of hatred, as well as the targeted group’s perception of such meaning. As shown in 
Table 2, we adopted, integrated, and modified the hate speech intensity classifica-
tions of Bahador (2020), Fortuna, Soler-Company and Wanner (2020), and operation-
alised the variable.
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Levels and codes of 
hate speech intensity Definition

No hate speech (0) Comments that do not contain any hate speech

Mild hate speech (1) Comments that contain offensive, derogatory terms and 
slurs but do not advocate prejudice, violence, or harm 

Moderate hate speech (2)

Comments that contain discriminatory words targeting 
individuals based on their immutable characteristics (e.g., 
nationality, religion, ethnicity, gender, age, and sexual 
orientation) and express dislike or loss of empathy

Strong hate speech (3)
Comments that use harmful stereotypical expressions 
containing prejudice, demonisation, dehumanisation, and 
belittlement toward a specific group 

Severe hate speech (4)
Violent, abusive comments about a specific individual 
or group, justifying violence, explicit threats, and/or the 
incitement of violence against them 

Extreme hate speech (5)
Comments containing blatant, abusive, and/or insulting 
language that promote and glorify violence against a 
specific group, including threats of death or genocide

Table 2. Coding manual for hate speech intensity based on definitions in Bahador (2020) 
and Fortuna et al. (2020)

Hate speech diffusion refers to the spread of hate speech in the network (Tonto-
dimamma et al. 2021). In our study, we were particularly interested in identifying 
agents of hate speech diffusion. Following the approaches of Fortuna and Nunes 
(2018) and Zampieri et al. (2019), we recoded the data coded for hate speech intensi-
ty into a binary variable, such that comments containing hate speech were assigned 
a value of 1 and those without hate speech were assigned a value of 0. 

3.3. Intercoder reliability 

After we designed the codebook and trained an undergraduate assistant, 5% of the 
data (n = 160) was independently coded by the first author and the assistant to en-
sure intercoder reliability. The Fleiss interrater test was conducted to ensure reli-
ability in user anonymity and hate speech intensity; it is appropriate for multiple 
coders or variables with more than two categories (Fleiss, Nee and Landis 1979). 
The overall agreement on user anonymity was .80 with the categories anonymous 
(.88), semi-anonymity (.75), and non-anonymity (.76). Similarly, the overall agreement 
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for hate speech intensity was .78 with the categories no hate speech (.93), mild hate 
speech (.70), moderate hate speech (.72), strong hate speech (.71), severe hate speech 
(.70), and extreme hate speech (.91). The overall results fall between the acceptable 
range of moderate to substantial agreement (Fleiss, Nee, and Landis 1979).

4. Results

4.1. Descriptive statistics

In our sample, 52.1% of users were anonymous, 8.8% were semi-anonymous, and 
39.1% were non-anonymous. Whereas 50.1% of the sample represented no hate 
speech, 14.0% represented severe hate speech, 11.3% represented extreme hate 
speech, 6.7% represented strong hate speech, 11.8% represented moderate hate 
speech, and 6.1% represented mild hate speech. The majority of highly popular 
semi-anonymous accounts were involved in spreading extreme hate speech, where-
as most highly popular non-anonymous users were engaged in mild and moderate 
hate speech. Table 3 summarises the correlations between independent and de-
pendent variables included in the data analysis. 

Variable 1 2 3 4 5 6 7 8

1. Hate speech 
intensity

2. Hate speech 
diffusion .861**

3. Anonymous .052** .062**

4. Semi-
anonymous .010 −.003 −.323**

5. Non-
anonymous −.059** −.062** −.836** −.248**

6. Unpopular .039* .042* −.054** −.017 .065**

7. Somewhat 
unpopular .024 .014 .025 −.027 −.010 −.306**

8. Somewhat 
popular −.004 −.002 .054** −.003 −.053** −.304** −.522**

9. Highly 
popular −.065** −.056** −.049** .055** .019 −.186** −.319** −.318**

Table 3. Correlations between dependent and independent variables
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4.2. Hypothesis testing 

A linear regression was conducted to test H1, which proposed that anonymity nega-
tively influences user popularity. The results, f(2) = 779.47 (p < .001) and adjusted R2 
= .33, did not support H1 by showing that anonymity anonymous (b = 0.14, p < .05) 
and anonymity semi-anonymous (b = 0.28, p < .01) compared with non-anonymous 
users positively and significantly affected user popularity when the user popularity 
index logged (M = 4.78, SD = 2.03) was used as a scale variable. This contradictory 
finding may stem from a lack of accountability associated with anonymity that al-
lows users to post hateful content without fear of personal repercussions (Postmes 
and Spears 1998). That allowance promotes engagement through conflict and forms 
echo chambers and leads to their popularity (ElSherief et al. 2018). 

A binary logistic regression analysis was conducted to test hypotheses H2 and 
H3, which proposed that user anonymity positively and popularity negatively in-
fluence hate speech diffusion. User anonymity (i.e., non-anonymous, semi-anon-
ymous, and anonymous) and user popularity (i.e., highly popular, somewhat 
popular, somewhat unpopular, and unpopular) as independent variables, and hate 
speech diffusion with binary categories (i.e., hate speech vs. no hate speech) as 
the dependent variable were entered into the model. Although the model showed 
low variance in the dependent variable (Cox and Snell’s R2 =.09 and Nagelkerke’s 
R2 = .011), the Hosmer and Lemeshow test, χ² (7) = .689 (p = .998), indicated that 
the model adequately captured the relationship between the independent and de-
pendent variables. 

Variable b (SE) Wald Exp (b) 95% CI

Intercept
User anonymity  
(ref. non-anonymous)

0.096 (.09) .940 1.100

 Anonymous 0.282*** (.07) 14.008 1.326 [1.144, 1.537]

 Semi-anonymous

User popularity  
(ref. unpopular)

0.161 (.13) 1.478 1.175 [.906, 1.524]

 Highly popular −0.471*** (.13) 13.609 0.625 [.486, .802]

 Somewhat popular −0.303** (.11) 7.494 0.739 [.595, .918]

 Somewhat unpopular −0.244* (.11) 5.023 0.784 [.633, .970]

Note. All entries are unstandardized coefficients with standard errors (SE) in parentheses. 
*p < .05, ** p < .01, *** p < .001.

Table 4. Logistic regression predicting the effects of user anonymity and popularity on 
hate speech diffusion
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The results in Table 4, which partly support H2, indicate that user anonymity 
positively influenced hate speech diffusion. For every unit of increase in anonymous 
users compared with non-anonymous users as the reference category, the odds ratio 
of hate speech diffusion increased by 32.6% (Exp (.282) ≈ 1.326, p < .001); however, 
the semi-anonymous users were non-significant predictors of hate speech diffusion. 
Similarly, the findings supporting H3 showed that for every unit of increase in high-
ly popular users, somewhat popular users, and somewhat unpopular users com-
pared with unpopular users, the odds ratio of hate speech diffusion decreased by 
37.5% (Exp (−.471) ≈.625, p < .001), 26.1% (Exp (−.303) ≈.739, p < .01), and 21.6% (Exp 
(−.244) ≈.784, p < .05), respectively.

Furthermore, a multiple linear regression (MLR) analysis was conducted to ex-
amine the association of user anonymity (H2a) and user popularity (H3a) with hate 
speech intensity. 

Variable b (SE) t 95% CI

Intercept 1.741 (.092) 18.895 [1.560, 1.921]

User anonymity (Ref. non-
anonymous)
 Anonymous 0.235** (.07) 3.333 [.097, .373]

 Semi-anonymous 0.226† (.12) 1.820 [−.018, .470]

User popularity (Ref. 
unpopular)
 Highly popular −0.545*** (.12) −4.584 [−.778, −.312]

 Somewhat popular −0.302** (.10) −2.923 [−.504, −.099]

 Somewhat unpopular −0.211* (.10) −2.081 [−.410, −.012]

R2

f test
N

.010
(5, 3204) = 6.720***
3,210

Note. All entries are unstandardized coefficients with standard errors (SE) in parentheses.  
CI = confidence interval. †p < .1, *p < .05, ** p < .01, *** p < .001.

Table 5. MLR predicting the effects of user anonymity and user popularity on hate 
speech intensity

As shown in Table 5, user anonymity, anonymous (b = 0.235, p < .01), compared with 
non-anonymous as the reference category, significantly and positively predicted 
hate speech intensity. Similarly, user anonymity, specifically semi-anonymous (B = 0.226, 
p < .1), compared with non-anonymous as the reference category, positively influ-
enced hate speech intensity, albeit marginally. Thus, H2a was supported. Moreover, 
user popularity, highly popular (B = −.545, p < .001) compared with the unpopular as the 
reference category, significantly and negatively influenced hate speech intensity. 
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Similarly, user popularity somewhat popular (B = −.302, p < .01) and somewhat unpopular (B = −.211, 
p < .05), compared with the reference category, significantly and negatively influ-
enced hate speech intensity. Therefore, H3a was also supported. 

4.3. Social network analysis 

A social network analysis was conducted to answer the research questions about the 
rank of anonymous and popular accounts within the hate speech cluster and how 
user anonymity and popularity influence patterns of interaction on the social net-
work. The social network was designed by assigning the users’ comments as nodes 
and the resulting interactions as edges.

ID Anonymity Popularity Hate speech 
intensity

Closeness 
centrality

Betweenness 
centrality

18 Non-anonymous Somewhat 
popular

Strong 0.42 8,278.31

153 Anonymous Highly popular Moderate 0.37 4,614.60

126 Anonymous Unpopular Moderate 0.38 3,941.54

129 Anonymous Highly popular Moderate 0.34 3,815.92

16 Anonymous Highly popular Moderate 0.33 3,319.39

34 Non-anonymous Highly popular Moderate 0.38 3,230.55

23 Anonymous Somewhat 
popular

Strong 0.36 2,894.82

109 Non-anonymous Somewhat 
unpopular

Strong 0.32 2,039.80

32 Non-anonymous Somewhat 
popular

Strong 0.28 1,817.11

106 Anonymous Highly popular Moderate 0.30 1,736.87

Table 6. Description of network metrics

Table 6 shows the network’s top 10 nodes, including anonymous and non-anon-
ymous users, based on their high betweenness centrality. After filtering out the no-
hate-speech category of data, six of the top 10 influential nodes in the network were 
anonymous users. This outcome highlights the centrality of anonymous accounts 
in the hate speech network (Bloch, Jackson and Tebaldi 2023; Tabassum et al. 2018) 
and their intermediary role in sustaining and fueling relevant hateful discussions. 
Concerning hate speech intensity, the top 10 nodes involved in hate speech showed 
varying levels, from moderate to strong hate speech. 
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Figure 2. The nodes are coloured by categories of anonymity; red nodes indicate 
anonymous, green non-anonymous, and blue semi-anonymous users in the network. 

Edges share the node colour if both endpoints match, or use a mixed colour when 
categories differ.

Regarding popularity, most anonymous accounts were highly popular, where-
as most non-anonymous ones were somewhat popular. Figure 2 also displays a 
dominant peer-to-peer interaction between anonymous users, as well as interac-
tion avoidance between anonymous and non-anonymous accounts. Meanwhile, 
semi-anonymous accounts interacted more with non-anonymous users, whereas a 
cluster of anonymous users also interacted with non-anonymous accounts. 

5. Discussion and conclusion

Using a corpus of 3,210 tweets in Persian and Pashtu, we examined how user ano-
nymity and user popularity affect the intensity and diffusion of hate speech among 
Twitter users in Afghanistan. Our findings suggest that an increase in anonymous 
users compared with non-anonymous users is associated with a corresponding rise 
in the diffusion of hateful comments. This finding aligns with the results of past 
research, which has shown that anonymity affordance on social media engenders a 
sense of safety that reduces the user’s adherence to conventional behavioural norms 
and  their accountability for spreading hate speech (Fortuna and Nunes 2018; Ko-
coń et al. 2021; Parvaresh 2023; von Essen and Jansson 2018). This finding was fur-
ther substantiated by the centrality of anonymous users as core nodes and grand 
connectors in the hate clusters identified in social network analysis (Bloch, Jackson 
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and Tebaldi 2023; Tabassum et al. 2018). However, our nuanced classification ex-
tending beyond the anonymous versus non-anonymous dichotomy revealed that 
semi-anonymous users, who occupy a rank between anonymity and identifiabili-
ty, were non-significant predictors of hate speech diffusion. It suggests that certain 
levels of identity customisation on social media may not inherently lead to adverse 
outcomes (Jaidka et al. 2022). 

The findings also revealed that anonymous users posted more intense hate com-
ments than their non-anonymous counterparts. This outcome can be explained by 
deindividuation theory, which posits that anonymity prompts the erosion of internal 
constraints, individual identity, and behavioural accountability (Postmes and Spears 
1998). Consequently, individuals become less concerned about guilt, shame, or fear 
when engaging in aggressive behaviour (Vilanova et al. 2017). According to this the-
ory, anonymous users exhibit less concern about the negative effects of spreading 
violent and aggressive comments on others and feel less responsible and account-
able for their actions (Zapata et al. 2024). Furthermore, beyond the perception of 
physical safety, anonymity provides a psychological shield that enables individuals 
inadvertently caught up in hate speech to respond aggressively and simultaneously 
maintain their social standing. When an individual’s personal or social identity is 
targeted, they may use anonymity to retaliate and vent frustration while concealing 
their identity to avoid being perceived as impolite and thus safeguard their person-
ality. 

When it comes to hate speech, anonymity also fosters a dual psychological pro-
tective mechanism. First, anonymous individuals may feel safer and less responsi-
ble when engaging in hate speech due to their concealed identity. Second, if they 
become the target of hate speech themselves, the loss of identity (i.e., deindividu-
ation) shields them from victimisation and reinforces their aggressive behaviour. 
This explanation gains further relevance considering the peer-to-peer pattern of 
interaction between anonymous users. Our social network analysis revealed that 
anonymous users are more likely to interact with one another, which can be attrib-
uted to the dual psychological shields that protect them and make them feel less 
accountable for their behaviour and less aware of reciprocal hatred when targeted 
(Postmes and Spears 1998). By contrast, non-anonymous users may avoid interac-
tion with anonymous counterparts to prevent becoming the target of aggressive be-
haviours. 

We also investigated user popularity, meaning a user’s centrality and influence 
in a network (Garcia et al. 2017; Vedadi and Greer 2021), regarding its role in hate 
speech dynamics. Our findings revealed that user popularity was negatively associ-
ated with both the intensity and diffusion of hate speech, thereby indicating that the 
number of hate comments decreased as the number of popular users rose. Similarly, 
the finding suggests that hate speech intensity dropped significantly as the user’s 
popularity increased. This highlights the potential of popular users in combating 
the so-called infodemic of hate speech (Masud et al. 2021). Popular users have nu-
merous followers and massive networks on social media, which are considered to 
be valuable assets in terms of social capital and monetisation (Men et al. 2018; Yuan 
and Lou 2020). Their positive potential in combating hate speech is promising and 
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can be leveraged to fight the infodemic. Contrary to previous studies examining high 
followers, followees, and likes among hate users at the descriptive level (Perera et 
al. 2023), we found significant evidence that user popularity was inversely associ-
ated with hate speech diffusion and intensity. According to previous studies, online 
popularity is a risk-vulnerable property that can quickly vanish if followers’ trust is 
damaged (Rutledge 2021); hence, our findings can be elucidated based on popular 
users’ perception of risk avoidance. Posting hate speech and targeting others with 
intensely hateful language by popular users can damage their followers’ sentiments 
and may shrink their audience—that is, the source of their fame and monetisation. 
Therefore, popular users may avoid engaging in hate speech in order to minimise the 
risk of becoming the target of hate speech or losing followers (ElSherief et al. 2018). 
However, some anonymous accounts also become popular, probably because they 
post hate speech or inflammatory comments. This phenomenon occurs in polarised 
online echo chambers, where anonymous accounts spearhead hate campaigns, at-
tract like-minded individuals, and thereby increase their centrality (ElSherief et al. 
2018). 

To conclude, our findings confirm that anonymity is associated with the intensity 
and diffusion of hate speech. This result is consistent with published findings, which 
suggest that anonymity promotes users’ deindividuation and disinhibition, there-
by making them more aggressive and less attentive to the negative impact of their 
behaviours on others. These findings have practical implications for social media 
networks. Although studies have shown that discussions on Twitter have been more 
uncivil than on Facebook (Oz, Pei and Gina 2018), further cross-platform compara-
tive analysis is required to reveal whether the level of incivility on Twitter is asso-
ciated with its anonymity affordance. If so, then SNSs, particularly Twitter, should 
adopt a stricter stance against anonymous hate promoters. By contrast, our findings 
also suggest that user popularity negatively relates to the intensity and diffusion of 
hate speech, possibly because popular users and opinion leaders on Twitter, primar-
ily politicians, journalists, analysts, and experts, predominantly prefer to be known 
by their real-life identities. Spreading hate speech, however, contradicts their per-
sonae and professions and concurrently damages their reputation. Nonetheless, in 
other instances, popular accounts, whether anonymous or non-anonymous, become 
the forerunners of potentially polarising hate-filled discussions. 

5.1. Implications and limitations 

We have introduced a bifactor model that enriches the literature addressing hate 
speech on social media by exploring the effects of anonymity affordance and user 
popularity on the intensity and diffusion of hate speech. Moreover, in response to 
calls for multilevel anonymity and hate speech intensity (Eklund et al. 2022; Zam-
pieri et al. 2019), we proposed an exploratory taxonomy that warrants further ex-
ploration in future research. From a practical perspective, our findings can assist 
policymakers in formulating legal frameworks and policies regarding anonymity on 
social media to balance its pro- and antisocial functions and curb the widespread, 
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harmful virality of hate speech online. Furthermore, these insights can guide SNS 
companies in adopting filtering policies based on hate speech intensity with vary-
ing degrees of tolerance, thereby contributing to a healthy online ecosystem while 
preserving freedom of speech and relevant criticism (Schäfer, Sülflow and Reiners 
2021).

As for our study’s limitations, the data were collected from users of Twitter in 
Afghanistan, which has unique sociocultural features and a hostile, toxic political 
atmosphere. Therefore, our findings may not be generalizable to other societies and 
linguistic contexts (Farrand 2023), and further exploration is required to enhance 
the generalizability of our results. Furthermore, to measure user anonymity, we re-
lied on self-reported profile information, the verification of which is inherently dif-
ficult and necessitates innovative techniques in future research (Peddinti, Ross and 
Cappos 2017). Finally, based on our dataset, we examined the association between 
dependent and independent variables, rather than causality; further experimental 
research is required to establish causal relationships. 
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The aesthetics of online games play a crucial role in shaping how players perceive, 
experience, and engage with digital entertainment. However, the specific impact of 
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1. Introduction

Despite the gaming industry’s extraordinary growth in the past two decades, shift-
ing market dynamics, rising development costs, and evolving player expectations 
continue to present new challenges. Although emerging technology such as cloud 
gaming, augmented reality, and virtual reality offer future potential, the immedi-
ate success of games can be expected to increasingly depend on innovative mon-
etization strategies and deeper audience engagement (Paizanis et al. 2024). In that 
context, though much of the research on player engagement has focused on prob-
lematic use (Bányai et al. 2018), in our study we examined the positive drivers of 
loyalty, including game aesthetics. 

A crucial element in sustaining the interest of players of online games—hereaf-
ter, “players”—lies in the immersive power of game design. In particular, the visual 
and auditory design of online games—in a word, their aesthetics—not only shapes 
gameplay but also influences how players perceive and emotionally engage with 
the experience (Souza 2016). Furthermore, research on gamification has shown that 
although visual elements enhance performance, auditory and audiovisual compo-
nents primarily influence immersion and flow, and players generally prefer a com-
bination of both for a more engaging experience (Schubhan 2024). From captivating 
visuals to immersive soundtracks and memorable character designs, each aesthetic 
component fosters a profound sense of immersion and emotional connection to the 
virtual world. Taken together, those game aesthetics play a pivotal role in shaping 
how players interact with and consume digital entertainment.

Given technological advancements, online games have become more and more 
visually sophisticated and now offer richly detailed, immersive environments. Ac-
cording to Menezes (2018), aesthetics constitute a significant factor in patterns of 
consumption. As a result, visual quality has become crucial in players’ decisions 
regarding where to invest their time and resources, which, in turn, has increasingly 
impacted the industry in immediate ways.

As the growing demand for visually impressive games drives innovations in 
graphics technology and establishes higher aesthetic standards, both the digital 
entertainment ecosystem and players’ consumption behaviors have transformed 
(Menezes 2018). Investigating how those distinctive aesthetics influence players’ 
preferences across various entertainment formats presents a promising area of re-
search that can offer valuable insights for game developers, marketers, and scholars.

Along those lines, in our study we sought to answer a critical question: How does 
the aesthetics of online games influence consumption patterns when it comes to 
digital entertainment?

2. Patterns of digital entertainment consumption 
and the cultural dimension of aesthetics

Patterns of digital consumption have evolved considerably in recent decades due 
to a host of factors. Among them, the rise of mobile devices has generated distinct 
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consumption preferences across generational lines. For instance, whereas baby 
boomers (i.e., born from 1946 to 1964) primarily consume media via television, mil-
lennials (i.e., born from 1981 to 1996) and members of Generation Z (i.e., born 1997 
to 2012) show a strong preference for media consumption using mobile devices (Ali 
2021).

The segmentation of consumers by generation provides a useful framework 
for analyzing shifts in patterns of cultural consumption, with digital consumption 
constituting a major aspect of cultural engagement today. According to Canclini’s 
(1993) approach, the adoption and use of cultural products are deeply embedded in 
cultural processes. That perspective frames cultural consumption not merely as an 
individual choice but as an activity with broader sociocultural significance. Beyond 
that, Canclini’s view suggests that cultural consumption is imbued with symbolic 
meaning.

Canclini’s (2005) development of the discussion on the relationship between cul-
tural consumption and cultural processes encourages the exploration of how chang-
es in the appropriation of cultural products interact with exercises of citizenship. In 
that vein, in our study we drew on Canclini’s insights to conceptualize games as a 
form of cultural consumption and to investigate the cultural processes and forms of 
sociability within which gaming is situated.

In parallel, research by Rodrigues, Lopes, and Mustaro (2007), among other schol-
ars, has examined how gaming communities form and the cultural implications of 
that process. The diverse cultural nuances in the experiences of those virtual com-
munities underscore the need to move beyond generational categories, from baby 
boomers onward, to develop methodologies that more accurately capture specific 
dynamics within the gaming world. Thus, along those lines, in our study we focused 
on how aesthetics, as a cultural dimension, shapes patterns of consumption in the 
gaming industry. In what follows, we present the conceptual model that guided our 
research.

3. Conceptual model 

As digital gaming has become an integral part of many individuals’ daily lives, in-
terest in understanding the behaviors associated with its use has grown. To exam-
ine those interactions in greater depth, in this article we propose a research model, 
shown in Figure 1. The hypotheses presented seek to not only analyze behavioral 
patterns but also enhance understandings of users’ motivations, impacts, and pref-
erences. Altogether, the approach stands to facilitate a more comprehensive per-
spective on the growing cultural significance of digital games, foster reflection on 
their evolving role in society, and provide insights into potential future trends. 

In our model, game aesthetics are conceptualized as a combination of various 
elements, including sound effects, storyline, graphics, animations, avatars, and 
environment design (Wu and Hsu 2018). Avatar identification, as defined by Teng 
(2017), refers to the extent to which players perceive their avatars as extensions of 
themselves. Thus, a positive avatar image is characterized by the degree to which 



88

the avatar is regarded favorably—for example, as likeable, attractive, or visually 
appealing—especially by peers (Teng 2019). Meanwhile, satisfaction, as described 
by Yang, Wu, and Wang (2009), reflects the quality of a product or service in light of 
users’ interactions and plays a crucial role in shaping consumer behavior and loyal-
ty. In essence, satisfaction determines whether users will continue engaging with a 
particular product or service.

Figure 1. Conceptual model of the research 

3.1. Formulation of hypotheses

Game aesthetics are fundamental in shaping the positive perception of avatars with-
in games. According to Wu and Hsu (2018), elements such as visual design, customi-
zation options, and the avatar’s overall appearance play significant roles in fostering 
players’ identification with and emotional attachment to their virtual characters. 
High-quality aesthetics can enhance the appeal of an avatar by making it more 
captivating and engaging for players, which directly contributes to a more positive 
perception of the avatar within the world of the game (Teng 2019). Thus, game aes-
thetics not only influence the avatar’s image but also enrich the overall experience 
for players and strengthen their connection to the virtual world created. We there-
fore hypothesized the following:

H1: Game aesthetics are positively associated with a favorable image of an avatar.

Steele (1999) has argued that, along with a desire to perceive themselves as unique 
individuals, people also strive to be viewed positively by others, which leads them 
to identify with objects that reflect a favorable image. That principle is particularly 
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relevant in online gaming, in which players often seek avatars that they perceive as 
being well-regarded by others, given that those avatars serve as their representation 
within the virtual environment (Behrend et al. 2012). Players’ positive evaluations 
of their avatars thus depend on the extent to which those avatars can be seen as 
favorable reflections of themselves.

Consequently, the drive to uphold a positive self-image shapes players’ choices of 
avatars in online games. By selecting an avatar with a favorable image, the player 
establishes a strong connection between the avatar’s representation and their own 
self-identification, which, in turn, reinforces their own positive self-image. Thus, we 
also proposed:

H2: A favorable avatar image is positively associated with avatar identification.

Identification with an avatar can be significantly influenced by the avatar’s image, 
which determines whether the experience is positive and engaging. By enhancing im-
mersion and fostering a sense of belonging in virtual worlds, avatars serve as tools for 
expressing identity. In online games, players may control their avatars from either a 
first-person perspective (i.e., seeing through the avatar’s eyes) or a third-person per-
spective (i.e., observing the avatar externally). By offering predefined avatars and/or 
allowing customization, games enable players to craft avatars that reflect their per-
sonal traits and/or aspirational ideals. Such possibilities align with theories of digital 
identity, which hold that online environments enable the creation of new, aspirational 
selves (Zoltán 2020). When players can customize their avatars in those ways, they 
tend to develop a stronger attachment both to their avatars and to the game overall.

Research has indicated that players often experience strong identification and 
emotional attachment through various aspects of their avatars, which makes av-
atar identification a powerful psychological component in gaming. That connec-
tion, in extending to the players’ self-conception and personal narrative, becomes a 
central factor in enjoyment (Wolfendale 2007; Mancini and Sibilla 2017; Liew et al. 
2018; Stavropoulos et al. 2020). Therefore, avatar identification, as defined by Van 
Looy, Courtois, and De Vocht (2010, 206), is the “temporary alteration in the player’s 
self-perception induced by mental association with their character in the game,” 
wherein the avatar functions as an extension of the player’s identity.

Unlike traditional media such as television and film, games require active en-
gagement, for players inhabit the fictional world directly and assume an active role 
within its narrative. According to Van Looy, Courtois, and De Vocht (2010), that dy-
namic causes players to refer to their avatars as “I” and the game world as “here.” 
Such an immersive connection intensifies personal investment in the game, which 
can lead to greater overall satisfaction with it.

Trepte and Reinecke (2010) have also suggested that avatar identification en-
hances social interactions within online gaming communities, thereby resulting in 
increased player gratification. When players identify strongly with their avatars, 
they are more likely to participate in collaborative and competitive activities, which 
strengthens their social ties with other players and fosters an environment of sup-
port and recognition among peers. That sense of connection and community is 
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crucial in enhancing enjoyment in gaming, and the stronger a player’s identification 
with their avatar, the deeper their immersion in the game, which results in greater 
motivation, a greater intention to play again, and stronger loyalty.

Considering all the above, we additionally hypothesized that:

H3: Avatar identification is positively associated with players’ loyalty.
H4: Avatar identification is positively associated with players’ satisfaction. 
H6: Players’ satisfaction is positively associated with players’ loyalty.

Because game aesthetics can also significantly influence a game’s profitability 
and the level of player immersion, they are essential to the gaming experience. Wu 
and Hsu (2018) have described game aesthetics as encompassing a range of ele-
ments, including sound effects, narrative, graphics, animations, avatars, and scenog-
raphy. Crouch et al. (2004) have further argued that a game’s aesthetic appeal can 
shape gameplay by evoking specific associations, perceptions, and emotions, which 
consequently affect how players connect with and engage in the game. In essence, 
the manner in which those aesthetic elements are presented can either amplify or 
diminish players’ emotional responses, thereby shaping their desire to continue 
playing and directly influencing their satisfaction with the game.

Because well-designed aesthetics are likely to evoke positive emotions and en-
hance player satisfaction, we proposed the following final hypothesis as well:

H5: Game aesthetics are positively associated with players’ satisfaction.

4. Methods

Our study was quantitative and explanatory because we formulated hypotheses and 
sought to identify the factors that contribute to or determine the subject of investi-
gation (Gerhardt and Silveira 2009). In particular, we aimed to examine whether the 
aesthetics of digital games impact players’ loyalty.

The research was conducted in Brazil, which ranks as the tenth-largest gaming 
market worldwide, with more than 100 million players who collectively spent $2.7 
billion on gaming in 2022, thereby representing approximately 3% of the global 
player base (Newzoo 2024). Newzoo (2024) has also highlighted that Brazil leads 
the Latin American gaming market and is the second-largest market in the Global 
South, second only to China. Given Brazil’s current trends in gaming consumption, 
the country has the potential to rise to sixth place globally in digital game consump-
tion and, in doing so, surpass the United Kingdom.

We employed an online questionnaire hosted on Google Forms as our primary 
data collection tool. The questionnaire included 22 questions focused on the varia-
bles outlined in our hypotheses and generated data from October 2023 to March 2024.

To construct our research model, we integrated insights from Sanchez-Franco 
and Rondan-Cataluña (2010), Teng (2019), and Wu and Hsu (2018). The measure-
ment scale was translated from English to Portuguese to ensure clarity for respond-
ents. All items were assessed on a 5-point Likert scale, with 1 representing strongly 
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disagree and 5 representing strongly agree. Although originally developed in Eng-
lish, the questionnaire was translated into Portuguese by native Brazilian Portu-
guese speakers in order to enhance comprehension. Table 1 displays the variables 
along with their corresponding indicators.

Source Variable Indicator

Teng (2019) Positive image IP1: My avatar has a positive image.
IP2: Overall, to me, my avatar has a positive 
image.
IP3: My decision to use my avatar was good.
IP4: My avatar is useful when I am playing the 
game.
IP5: My experience using my avatar is positive.
IP6: My avatar is very valuable in the game.

Identification with 
the avatar

IA1: I have strong feelings of ownership 
toward my avatar.
IA2: I feel like my avatar is an extension of 
myself.
IA3: My avatar gives me a form of self-
expression.
IA4: My avatar is extremely important to me.

Loyalty L1: The online game is my top choice when I 
consider playing games online.
L2: I will recommend the online game to others 
who want to play an online game.

Wu and Hsu 
(2018)

Game aesthetics E1: I feel that the sound effects of the online 
game are good.
E2: I feel that the graphics of the online game 
are good.
E3: I feel that the narrative of the online game 
is good.
E4: I feel that the animation of the online game 
is good.
E5: I feel that the avatar design of the online 
game is good.
E6: I feel that the scenography of the online 
game is good.

Sanchez-
Franco and 

Rondan-
Cataluña (2010)

Satisfaction S1: I think that I made the right decision by 
playing the digital game.
S2: The experience that I have had with the 
online game has been satisfactory.
S3: Overall, I am satisfied with how efficiently 
the online game has been functioning.
S4: Overall, I am satisfied with the service that 
I have received from the online game.

Table 1. Variables and indicators of the proposed model (Sanchez-Franco and Rondan-
Cataluña 2010; Teng 2019; Wu and Hsu 2018)
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Data analysis was conducted through structural equation modeling using partial 
least squares, as suggested by Ramírez, Mariano, and Salazar (2014), with SmartPLS 
4 software (Ringle, Silva and Bido 2015). The analytical approach allowed testing 
relationships between variables in the proposed model, assessing the adequacy of 
parameters based on the literature, and determining the percentage of variance that 
the model explains in relation to our study’s focus.

To determine the minimum sample size required for research using partial least 
squares, we utilized G*Power 3.1 (Faul et al. 2009). That process generally involves 
identifying the latent variable with the highest number of connections or predictors. 
In our study, we focused on two variables: satisfaction (S) and loyalty (L), each with 
two connections.

Two parameters also needed to be considered: test power and effect size. Follow-
ing the recommendations of Hair et al. (2021), the desired power level was set at 0.80 
and the effect size at 0.15. The results from the software, as illustrated in Figure 2, 
indicated that the minimum sample size required for the study was 68.

Figure 2. Results using G*Power 3.1 



The influence of online game aesthetics on players’ loyalty

93

5. Results

A total of 164 valid responses were obtained (Table 2), with 100 respondents identi-
fying as cisgender women (61%) and 53 as cisgender men (32.2%). Most respondents 
were 20–24 years old (37.2%) or 25–29 years old (34.8%). Players reported using var-
ious devices to play games: 79.3% on a computer, 54.3% on a smartphone, and 42.7% 
on a console. When asked about their average weekly gaming time, 22.6% reported 
playing between 3 and 6 hours, 20.7% between 6 and 10 hours, and 17.1% between 
12 and 20 hours. Notably, ones who reported playing for more than 20 hours per 
week were typically professionals in the digital gaming industry, whereas ones who 
reported playing less than 3 hours per week were more casual gamers.

Category n %

Gender Cisgender woman 100 61

Cisgender man 53 32.3

Transgender woman 2 1.2

Transgender man 2 1.2

Nonbinary 4 2.4

I prefer not to identify myself 3 1.8

Age in years 18–19 9 5.5

20–24 61 37.2

25–29 57 34.8

30–34 23 14

35–40 10 6.1

>40 4 2.4

Devices

Smartphone 89 54.3

Console 70 42.7

Computer 130 79.3

Notebook 50 30.5

Tablet 6 3.7

Portable console 12 7.3

Smart TV 4 2.4

Virtual reality device 5 03

Other 3 1.8
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Hours played 
per week

<1 7 4.3

1–3 20 12.2

3–6 37 22.6

6–10 34 20.7

10–12 12 7.3

12–20 28 17.1

20–40 16 9.8

>40 10 6.1

Table 2. Descriptive results

For model fit assessment, the standardized root mean square residual was 0.083, 
which indicates a good fit according to Hair et al. (2021). Reliability analysis revealed 
that the composite reliability values for the latent variables ranged from 0.802 to 
0.921, thereby reflecting the satisfactory reliability of the constructs. Moreover, all 
heterotrait–monotrait ratios were less than 1.0, which confirmed discriminant va-
lidity. Thus, the reliability and validity of the constructs in the model were consid-
ered to be adequate.

Next, the Pearson determination coefficient (R²) was evaluated to measure the 
proportion of variance in the endogenous variables explained by the structural 
model (Ramírez, Mariano and Salazar 2014). According to Ramírez, Mariano, and 
Salazar, R² values are deemed acceptable if they exceed 0.1. The analysis yield-
ed R² values of 0.12 for the positive image, 0.57 for avatar identification, 0.21 for 
satisfaction, and 0.53 for loyalty. Those values indicate that the structural model 
explained 53.9% of the variance in players’ loyalty to the digital game, as depicted 
in Figure 3.

Beta coefficients (β), illustrated in Figure 3, represent the strength of the relation-
ships between variables. The significance of the predictor variables was assessed 
based on whether β values were either greater than or equal to 0.2 or less than or 
equal to −0.2. Bootstrapping with a 95% confidence interval was performed to en-
sure the stability of the estimates (Ramírez et al. 2014). Significance was determined 
using t values, with values greater than or equal to 1.96 considered to be significant 
and p values less than or equal to 0.05 indicating statistical significance (Hair et al. 
2021).

The results, presented in Table 3 and Figure 3, supported all the proposed hy-
potheses.
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Figure 3. Results of the conceptual model of the research from SmartPLS 4

Hypothesis Path 
coefficient

Confidence interval t Supported?

2.5% 97.5%

E -> IP 0.353 0.226 0.510 4.899*** Yes

E -> S 0.380 0.218 0.550 4.463*** Yes

IP -> IA 0.239 0.117 0.385 3.435*** Yes

IA -> S 0.192 0.052 0.336 2.583** Yes

IA -> L 0.154 0.058 0.250 3.089** Yes

S -> L 0.676 0.580 0.765 14.055*** Yes

Note. *p < 0.05; **p < 0.01; *** p < 0.001.

Table 3. Results from SmartPLS 4

In particular, game aesthetics were positively related to the positive image of the 
avatar, which supported H1 with a path coefficient of 0.353 (2.5% CI: 0.226, 97.5% 
CI: 0.510, t: 4.899***). The positive image of the avatar was also positively related to 
avatar identification, which validated H2 with a path coefficient of 0.239 (2.5% CI: 
0.117, 97.5% CI: 0.385, t: 3.435***). Avatar identification was positively associated 
with both players’ loyalty and player satisfaction, which supported H3 with a path 
coefficient of 0.154 (2.5% CI: 0.058, 97.5% CI: 0.250, t: 3.089**) and supported H4 with 
a path coefficient of 0.192 (2.5% CI: 0.052, 97.5% CI: 0.336, t: 2.583**), respectively. 
Player satisfaction had a strong positive relationship with loyalty, which supported 
H6 with a path coefficient of 0.676 (2.5% CI: 0.580, 97.5% CI: 0.765, t: 14.055***). 
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Last, game aesthetics positively influenced players’ satisfaction, which supported 
H5 with a path coefficient of 0.380 (2.5% CI: 0.218, 97.5% CI: 0.550, t: 4.463***). Those 
findings underscore the significance of game aesthetics and user satisfaction as piv-
otal factors in enhancing the positive image of the avatar, avatar identification, and 
ultimately, players’ loyalty.

6. Discussion

In all, our investigative model can elucidate how the aesthetics of online games in-
fluence patterns of consumption in digital entertainment among players in Brazil. 
First, loyalty to digital games is primarily driven by satisfaction and avatar iden-
tification, in that order of importance. Satisfaction emerged as the most critical 
factor in explaining loyalty, for greater enjoyment from playing a specific game 
directly correlated with increased loyalty to it, a finding supported by Teng et al. 
(2022).

Second, the various components of aesthetics—sound, graphics, narratives, an-
imations, scenography, and avatar design—were found to play significant roles in 
shaping attitudes and behaviors toward digital game consumption. In general, play-
ers are increasingly inclined to seek games with higher aesthetic quality (Wu and 
Hsu 2018). Consequently, a game that boasts superior aesthetic standards enhances 
the visual appeal of the avatar, which, in turn, strengthens its attractiveness, con-
nection, and engagement, thereby leading to a more positive perception (H1).

Moreover, it is crucial to highlight that consistency in the aesthetics of digital 
games, including the avatar, contributes to a more immersive, cohesive gaming ex-
perience. When the visual style of the avatar better aligns with the game’s narrative, 
players tend to develop a more favorable impression of their presence within the 
world of the game, as noted by Alexiou and Schippers (2018).

Third, research by Steele (1999) and Behrend et al. (2012) has indicated that play-
ers develop a stronger sense of empathy and emotional attachment to their avatars 
when they have a more positive perception of them. In some instances, players may 
even project their emotions and personal experiences onto their avatars, particular-
ly if others in the digital game environment also view those avatars favorably. That 
dynamic can enhance players’ self-perception. As discussed earlier, there has been 
an increased emphasis on elevating the aesthetic standards of games, which has 
resulted in avatars that are more realistic and authentic and, in turn, facilitated the 
mentioned identification, a finding that supported H2.

When players have the opportunity to customize the aesthetics of their avatars, 
it also enables them to express their identities within the game. Such personaliza-
tion fosters a deeper emotional connection to both the avatar and the game itself, 
which raises the likelihood that players will remain satisfied and loyal over time, 
as suggested by H3 and H4 (Alexiou and Schippers 2018). Thus, stronger identifica-
tion with the game’s avatar contributes to a more stable, more engaged player base, 
which prompts continued support for the game via in-game purchases as well as 
increased community participation and recommendations to others.
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Last, we found that the aesthetics of digital games positively impact overall satis-
faction with games, which consequently influences players’ loyalty (i.e., H5 and H6). 
Because aesthetics often serve as players’ first impression of games, visual appeal is 
critical. In short, an attractive aesthetic can enhance initial perceptions and increase 
the likelihood that players will continue to engage with the game (Crouch et al. 2004). 

Altogether, well-crafted aesthetics can create a rich, immersive experience that 
elicits specific associations, perceptions, and emotions. The more immersive the ex-
perience, the greater the likelihood that players will continue their engagement with 
the game. In essence, aesthetics that are both effective and appealing can play a vital 
role in a digital game’s longevity and success.

7. Final remarks

This article introduces the first model that illustrates how the aesthetics of digital 
games influence players’ loyalty and satisfaction and thus emphasizes the critical 
role that aesthetics play in shaping consumers’ interactions with digital entertain-
ment. In particular, games that feature visually appealing aesthetics foster emotion-
al connections that can lead to prolonged playtime and repeated engagement with 
the games. Such visual allure not only enhances the experience of users but also 
aids in establishing a distinct brand identity that helps the game to stand out in a 
crowded marketplace.

The academic implications of the phenomenon are substantial. Investigating 
how game aesthetics affect players’ satisfaction and loyalty can illuminate the mo-
tivations driving consumer behavior on digital entertainment platforms. Moreover, 
those insights can guide best practices within the gaming industry by enabling de-
velopers and designers to craft experiences that not only attract new players but 
also keep existing ones engaged in the long term. Added to that, our analysis enrich-
es the literature on digital consumption while offering practical insights for devel-
oping future products in the rapidly evolving gaming market.

Considering our findings, future research should explore aesthetic influences in 
other countries and examine the psychological and economic factors that underlie 
aesthetic choices when it comes to games. However, it is also important to acknowl-
edge some limitations of our study, including the low number of women who re-
sponded and the underrepresentation of participants more than 40 years old.
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