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LECTORI SALUTEM

The editorial board welcomes the readers of the No. 2 issue of 2024!
This issue is partially a special one, edited in cooperation with the Science and 

Society Research Group, with several papers related to the topics of a conference 
organized by The Science and Society Research Group. The Research Group operates 
under the umbrella of the Faculty of Public Governance and International Studies 
of the Ludovika University of Public Service. They are convinced that the public 
understanding of science and the importance of relations between science and soci-
ety is particularly relevant in today's information society: effective communication 
of science with policymakers, industry, market, civil society and between academic 
disciplines, shaping the role and trust of science in society; reducing the alienation 
from science in society. 

Given the increasing relevance of disinformation, misinformation and infor-
mation manipulation in the changing information, communication and media 
environment, this is a highly critical topic. Thus, the studies and practices on com-
munication and relations between science and society require a complex approach. 
Founding members of the Research Group focus on the aspects of this complexity 
(such as science communication, information disturbance, academic capital and 
knowledge production, networking,  media- and info-communication, digital cul-
ture, and socio-cultural impact of digital and artificial intelligence technologies), on 
the interconnection of these topics following the current international academic 
and professional trends, and aim to create a common platform for this network.

The Research Group's central theme in 2023 was the complex relationship be-
tween science, society and disinformation. On 13 October 2023, the Research Group 
organized the conference "Science and Disinformation: How can Science support 
Society against Disinformation?" which offered a wide range of topics, including the 
legal aspects of dealing with disinformation, the impact of AI on science communi-
cation, the impact of digitalization on experiential education; the relationship be-
tween disinformation and cyber security; conspiracy theories; and the relationship 
between evidence-based decision-making and science communication. The panel 
discussion at the conference focused on trust and distrust in science. 

In the first paper, Bányász et al. aim to empirically analyze the cyberattacks that 
occurred in the context of the Russian-Ukrainian conflict between 2022 and 2023, 
specifically focusing on the impact of these attacks on civilian infrastructure and 
institutions.

Cholyshkina et al. analyze the use of artificial intelligence in optimizing edu-
cation management processes. The study examines AI in education management 
and highlights innovative approaches introduced by AI that allow us to move from 
standard teaching and education management methods to individual and effective 
strategies.

Dodé and Falyuna explore how language elements of specialized and political 
communication are represented in parliamentary discourse. The results of their in-
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vestigation can be relevant for studies on populist communication, the relationship 
between technocracy and democracy, and the methodological aspects of comput-
er-assisted discourse analysis. 

Falyuna et al. frame the insights of the panel discussion at the conference, which 
focuses on the issue of social trust and distrust in science, the logic of (science-re-
lated) conspiracy theories, the impact of digital culture and AI on science commu-
nication, disinformation, trust and credibility, and relations between science and 
business. 

Paksi deals with the question of artificial intelligence as a materialist anthro-
pomorphism. He investigates the problems and contradictions stemming from the 
materialist interpretation and presents a coherent emergentist concept of machines, 
in which machines are clearly unique between simple material things and living 
beings.

Singh's exciting essay concerns the technophilosophical underpinnings of the 
HBO TV show Westworld (2016–2022). The paper elicits several philosophical argu-
ments, dilemmas, and questions concerning technology and artificial intelligence 
(AI). It discusses the dispute between memory and consciousness in the context of 
an artificially intelligent robot, delves into the issues of reality and morality for hu-
mans and AI, and finally, speculates on the potential of social interaction between 
sentient AI and humans. 

Török, in his study, explains that the challenge of disinformation lies in the fact 
that digital technologies, platforms and social media have significantly subverted 
the previous operating mechanisms of the public sphere. However, clear principles 
and criteria for regulating public discourse have been developed in recent decades. 
This article summarizes the most representative European principles of freedom of 
speech that are highly relevant in the legal answer to disinformation. Fehér, in her 
article, summarises an experimental PhD. seminar that focused on the academic 
trends in the AI-driven synthetic worlds through risk assessments and ethical con-
cerns and highlights the importance of comprehensive education in technology with 
a critical and ethical approach.

Lu's research concerns the Chinese perspective on artificial intelligence-gener-
ated content and copyright. Can pieces of artificial intelligence-generated content 
(AIGC) be considered works? Can AI be the author of AIGC? The paper seeks to pro-
vide a comprehensive and systematic analysis of the literature of Chinese scholars 
to sort out their different perspectives on the relevant issues. 

Finally, Yao and Zhu tackle the willingness to adopt smart-ageing services, based 
on evidence from Anhui Province, China, taking a questionnaire survey of 1600 
households. The results show that subjective norms, perceived usefulness and per-
ceived ease of use are the key factors influencing the adoption intention of smart 
senior care services. Further, age has an impact on perceived usefulness and adop-
tion intention, education has an impact on perceived ease of use and adoption in-
tention, and monthly household income has an impact on perceived usefulness and 
adoption intention. 

We wish you a pleasant reading.
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1. Introduction

The impact of information technology (IT) has been growing not only in the lives of 
individuals but also in the operations of organizations. As far back as the 2000s, some 
research was already looking into the future of the information society. According 
to studies published in recent years on the information society, human knowledge 
has become the most important factor of development in the information society, 
and among capital goods, human resources have become the most prominent (Majó 
2006). There was a time when the drivers of technological development were gener-
al education and technological innovation, but these drivers have disappeared over 
time (Karvalics 2007). With an increasing dependence on IT services in the digital 
ecosystem, the ease and convenience they provide are accompanied by a growing 
threat of service outages and cyberattacks. Information is power, and its importance 
is indisputable. The complexity of information is judged on subjective grounds, but 
information is a force that is nowadays used to launch various attacks (Krzanowski 
2023). Given the well-defined target that IT systems and their users present, such 
attacks pose a significant challenge. During the Russia–Ukraine war, it became clear 
that these attacks could affect both local and global digital ecosystems, emphasizing 
the importance of digital services for the continuity of operations in the region (Aviv 
and Ferri 2023). While emerging and disruptive technologies such as artificial intelli-
gence, autonomous aerial vehicles, and hypersonic aircraft offer significant benefits 
for civilian and military domains, their potential for malicious use also poses a sig-
nificant threat. As a result, cyber operations are taking on an increasingly important 
role alongside conventional warfare, which itself is evolving with new technologies 
and tactics.

As IT becomes increasingly essential for modern society, the potential impact of 
cyberattacks on a nation’s security also increases. This is why cyberspace is now 
recognized as an important operational domain in contemporary warfare, includ-
ing in the Russian–Ukrainian conflict. Hybrid warfare strategies further underscore 
the importance of these domains, as they provide a viable battlefield for all parties 
to achieve their strategic objectives, both in peacetime and in times of conflict. The 
choice of targets for cyberattacks can support military objectives, even at the stra-
tegic level, making it necessary for both the military and civilian sectors to develop 
appropriate protection against such attacks. The use of cyber operations in the Rus-
sian–Ukrainian conflict also revealed the capacity of cyberspace to conceal attack-
ers’ identities. The ability to collaborate with non-state actors can be an advantage 
for cyber attackers. On the Russian side, intelligence services have been primarily 
responsible for these activities, with support from non-state actors, including “patri-
otic” hackers and private companies (Miron and Thornton 2024).

In cyberspace, hidden attackers from third countries can be recruited or volun-
tarily join. Due to the difficulty of attribution in cyberspace, as a result, electronic 
information systems, including those in government agencies, public services, fi-
nancial institutions, and critical infrastructure, have become established targets for 
state actors. These actors may cause significant damage through the use of hacker 
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groups funded by state actors or through services available on the dark web, such as 
“cybercrime as a service.”

The wide range of cyberattack tools available to attackers provides them with 
significant opportunities. Electronic information systems’ vulnerabilities can be ex-
ploited through various tactics, techniques, and procedures that are easily deploy-
able. The availability of hacking tools is increasing, enabling a range of outcomes 
beyond attacks on the target country’s territory, such as accessing adversary data, 
rendering systems inaccessible, and conducting reputation attacks. In addition, 
psychological operations against soldiers and the population accessible via cyber-
space, particularly in the area of influence (disinformation, misinformation, ma-
linformation), can also be highly effective and yield easier successes. As a result, 
many countries are dedicating significant attention to the development of offensive 
cyber-operational capabilities. The Russian–Ukrainian conflict has demonstrated 
that the cyber domain is evolving alongside changes in conventional warfare, and 
can deliver appropriate results on the battlefield, in the hinterland, and even more 
broadly in the international environment. In certain cases, it can even serve as a 
complement to or substitute for military operations.

In addition to the challenge of effectively attributing cyberattacks in the legal 
realm, such attacks may pose risks even in the absence of open armed conflict (Fi-
ala and Worrall 2024). The Russian invasion of Ukraine serves as a prime example 
of a gray-zone contest in which nation-states’ and other actors’ main narratives – 
particularly their changing intensity and tone – affect diplomatic, economic, and 
military domains (Hoffman and Hofmann 2018). The political and military gains 
made in the gray-zone area are significant and contribute to the realization of 
conflict objectives without relying on arms. The scope of the impact of activities 
in cyberspace raises important questions about the development of international 
law for managing cyber conflicts and highlights cases that may require military 
responses.

The present study employs a comprehensive methodology to analyze document-
ed cyberattacks during the Russian–Ukrainian conflict between 2022 and 2023. 
Since 2013, Russia has carried out various cyber operations targeting Ukraine on 
multiple occasions (Lunn 2023). Antecedent to the invasion, scholars had foreseen 
a widespread cyber conflict; however, the magnitude of the recorded cyberattacks 
has been limited, plausibly because of Ukraine’s enhanced cyber defenses estab-
lished through collaboration with Western allies (Lonergan et al. 2023; Kostyuk and 
Brantly 2022).

The research objectives were twofold:
•	 to conduct an empirical analysis of the characteristics and dynamics of cyber-

attacks that were documented during the Russian–Ukrainian conflict between 
2022 and 2023;

•	 to identify the sector-specific attacks, as well as assessing the changes in the 
frequency of said attacks.

Consequently, the research study has identified the following research questions 
to be addressed:
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•	 What were the most commonly occurring types of cyberattacks during the 
Russian–Ukrainian conflict?

•	 What is the distribution of cyberattack types between different sectors?
•	 How did the frequency of cyberattacks change during the course of the con-

flict?
In conclusion, the research study proposes the following hypotheses:
H1: Cyberattacks reach their peak during the winter months.
H2: The energy sector has been the most affected by cyberattacks due to its criti-

cal role in civil infrastructure.
H3: In terms of frequency, distributed denial of service (DDoS) attacks are the 

most common type of cyberattacks.
H4: The frequency of cyberattacks conducted by state-sponsored attack groups 

is significantly higher when compared to those perpetrated by smaller attack 
groups.

2. Methods

The data under analysis was gathered through the Cyber Conflicts project of the 
CyberPeace Institute (CyberPeace Institute 2023). The Institute was established with 
the aim of mitigating the negative impacts of cyberattacks, aiding vulnerable com-
munities, and promoting responsible conduct in cyberspace. Cyber Conflicts concen-
trates primarily on cyberattacks that occurred during the Russian–Ukrainian war. 
Any incident that falls within the ambit of cyberattacks and operations defined by 
the CyberPeace Institute, especially those carried out by a threat actor with the in-
tention of disrupting, disabling, destroying, manipulating, surveilling, controlling, 
or extracting computing environments/infrastructure and/or data using a computer 
network or system, is covered. These incidents include but are not limited to hack 
and leak, where the attacker aims to hack into the target’s data and then steal and 
use critical information from the victim (Traficom 2023); DDoS, in which an attacker 
floods a server with internet traffic to prevent users from accessing related online 
services (Fortinet 2024); and defacement, which is an attack on a website that alters 
its informational content or visual appearance (Kaspersky Lab 2024).

The Institute refers to incidents as campaigns if they satisfy all of the following 
conditions:

•	 The incident is linked to the same threat actor and happened within an eight-
hour period targeting more than two entities at the same time within the same 
country or one entity more than twice.

•	 The incident targeted the same entity over two consecutive days.
•	 The incident that targeted more than two entities in more than two countries 

is linked to the same threat actor using the same modus operandi.
Where a threat actor targeted entities in various sectors during a campaign, the 

Institute creates an incident record for each sector, not for each targeted entity. The 
primary focus for data collection is on cyber incidents that affect institutions and 
facilities in the sectors listed in the United Nations International Standard Industrial 
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Classification of All Economic Activities. Data collection pertains to cyber incidents 
in the context of the Russian–Ukrainian war, including incidents in Ukraine, the Rus-
sian Federation, and other countries. It is worth noting that confirming incidents, 
especially in the Russian Federation and Belarus, presents particular challenges.

Although it is not always possible to determine if a specific cyberattack or oper-
ation was carried out with political, military, activist, and/or strategic motives re-
lated to the conflict, this forms the basis of the data collection scope. For instance, 
incidents are documented relating to the leak of data from Russian organizations 
committed in the name of pro-Ukrainian activism, the disruption of services after a 
country took a public political or economic position on the conflict or provided mil-
itary aid, and collateral damage in a third country that spills over from an incident 
originally targeting an entity in either the Russian Federation or Ukraine.

For the timeline’s purpose, the Institute collects information on cyberattacks that 
is available publicly (open source) by monitoring news/media outlets, government, 
cybersecurity companies, computer emergency response teams (CERTs), and civil so-
ciety organizations’ reports, advisories, blogs, and social media feeds, among other 
sources. Every identified incident and associated content is reviewed by at least two 
internal analysts, and wherever possible, the incident is linked to at least two distinct 
sources of information. The Institute continuously scans for information on previous 
incidents to update the timeline on societal harm and attribution, which is often re-
ported significantly after the actual incident. As publicly available data is relied upon, 
documented cyberattacks have been assigned a classification of certainty based on 
the reliability of the information source. The classification levels are as follows:

•	 Confirmed: Attacks in this category are based on official government reports/
records, official press releases by the targeted organization, official letters ad-
dressed to customers by the target organization or the government, or social 
media communication by the targeted organization. If an incident has been 
self-attributed by a threat actor, and a government entity has confirmed the 
attack, it will be classified as confirmed.

•	 Probable: Attacks in this category are based on media reports of a press con-
ference by the targeted organization, social media communication by the tar-
geted organization, or quotes from the targeted organization’s staff in media 
articles. If an incident has been self-attributed by a threat actor, and the attack 
has been corroborated by a third party through independent research or the 
analysis of stolen data, this is also classified as a probable incident. Incidents 
identified and reported on as a result of a technical/forensics investigation 
will also be classified as probable.

•	 Possible: Attacks in this category are based on media reports with no direct 
reference to primary source information. This can be in the form of a news 
article that mentions a letter sent to patients or a blog post that references a 
statement published by the targeted organization, but no direct record of this 
material is available. This category also includes data published by a threat 
actor online with no further corroborating information.

Based on the gathered data, 187 cases were confirmed, 117 were classified as 
probable, and 655 were deemed to be possible. The CyberPeace Institute does not 
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publicly document data related to “hearsay” incidents, which contains uncorrobo-
rated information originating from a third party, that is, as a result of media report-
ing of the allegation by a third party (CyberPeace Institute 2023).

Our methodology for investigating cyberattacks integrates five main techniques 
– time-series analysis, trend analysis, heat-map visualization, cluster analysis, and 
network analysis. Time-series analysis is used to examine the temporal distribution 
of cyberattacks, while trend analysis focuses on the evolving nature of attacks in dif-
ferent sectors and the tactics used by threat actors. Heat-map visualization provides 
a clear and intuitive picture of the concentration and distribution of cyberattacks, 
while cluster analysis groups similar types of attacks based on various attributes. 
Finally, network analysis examines the relationships and interactions between 
different entities involved in cyberattacks. Together, these methods offer insights 
into temporal trends, sectoral vulnerabilities, geographic hotspots, common attack 
patterns, and the complex web of relationships between different stakeholders in 
the cyber domain, serving as the foundation for developing informed cybersecurity 
strategies and policies.

3. Results

As an initial step in the time analysis, we examined the monthly frequency of attacks 
between 13 January 2022 and 31 December 2023. The cyberattacks that occurred 
during the initial period of the conflict are as follows:

•	 January 2022: 6 attacks
•	 February 2022: 33 attacks
•	 March 2022: 61 attacks
•	 April 2022: 47 attacks
•	 May 2022: 19 attacks.
The aforementioned data indicates a significant increase in the number of at-

tacks in February, with a peak in March, followed by a decline in April and a further 
decrease in May.

The frequency of cyberattacks exhibits a periodicity that can be delineated into 
approximately six-month cycles. Specifically, the second cycle spans from May 2022 
to the conclusion of November 2022, whereas the third cycle encompasses December 
2022 to April 2023. Subsequently, a diminishing trend is observed during the fourth 
cycle from April 2023 to January 2023. In each cycle, a discernible pattern emerges, 
characterized by a gradual increase in the frequency of attacks, followed by a peak 
and a subsequent decline. This pattern can be attributed to the constraints imposed 
by the attackers’ capacity and resource limitations, which allow for approximately 
six months of preparation and activation. When examining the trend in the number 
of attacks averaged over time, a minimal upward trend is observed, indicating that 
the attackers are either unable or unwilling to execute large-scale attacks even after 
a considerable length of time has elapsed.

Subsequently, we employed visualization techniques to better understand the dy-
namics and possible patterns of monthly attacks over the entire period (see Figure 1).
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Figure 1. Distribution of cyberattacks during the period of analysis  
(own edition based on CyberPeace Institute database)

In total, 959 cyberattacks were identified during the period of analysis. In Feb-
ruary 2022, as the Russian military advanced toward the Ukrainian border, experts 
in cybersecurity began to envision the potential employment of cyberattacks by the 
Russian government to undermine the Ukrainian defenses. Various governmental 
agencies and private sector entities predicted that the Russian forces would unleash 
a rapid and devastating series of electronic assaults aimed at disrupting the coun-
try’s critical infrastructure, including power plants and air traffic control networks, 
thereby causing widespread destruction. However, while cyberattacks from Russian 
sources have indeed been a factor in the conflict, their impact thus far has not been 
as substantial as anticipated by some analysts (Givens et al. 2023).

Figure 2. Distribution of attacks by sector  
(own edition based on CyberPeace Institute database)
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We subsequently examined the sector-specific distribution of attacks to ascertain 
which sectors were most impacted during this period. The findings are depicted in 
Figure 2.

The aforementioned distribution indicates that the public administration, fi-
nance, information and communication technology (ICT), and media sectors were 
the most impacted by attacks during the period under analysis. These sectors offer 
critical infrastructure and services, which may elucidate why they were coveted 
targets for attackers.

The next part of our analysis focused on the types of attacks. First, we examined 
the frequency of attack types in the general context (see Figure 3), and second, we 
looked at the distribution of these attack types across sectors, which, in view of the 
attacks that have occurred, we limited to the 10 sectors that have suffered the most 
attacks (see Figure 4).

Figure 3. Distribution of attack types  
(own edition based on CyberPeace Institute database)

The aforementioned distribution demonstrates that DDoS attacks (631) were the 
most prevalent during this period, substantially outnumbering other types of at-
tacks. Hack and leak (86) and defacement (47) attacks also constituted a considerable 
number of incidents, while the other attack types occurred relatively less frequently. 
This analysis can aid in comprehending the attack techniques that attackers favor 
and emphasize the priorities for cybersecurity defenses.

Figure 4 reveals that the public administration (194) sector experienced the high-
est number of security breaches, succeeded by the financial (117) and ICT sectors 
(101). The DDoS attacks emerged as the most prevalent form of security intrusion 
across all the three sectors (public administration 118, financial 95, ICT 65). The term 
“sectors” encompasses not only traditional sectors but also criminal groups. This is 
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due to the fact that multiple hacktivist groups, which support either Ukraine or Rus-
sia, have launched attacks against each other, resulting in the exposure of sensitive 
information about the groups’ operations or members, and in some cases leading 
to arrests. As evidence, three indictments in distinct federal jurisdictions have been 
unveiled, accusing multiple Russian cybercrime actors associated with the Trickbot 
malware and Conti ransomware stratagems (2023).

Figure 4. Distribution of the 10 most attacked sectors by attack types  
(own edition based on CyberPeace Institute database)

The graphical representation in Figure 5 illustrates the top 10 attack groups along 
with their frequently employed attack types. The data reveals that certain attackers 
prefer a diverse range of attack methods, whereas others concentrate on specific 
techniques. The majority of the attacks can be linked to the People’s Cyber Army 
(249), known to have ties with Russia, which surpasses the number of attacks con-
ducted by the Ukrainian IT Army (85), the second most active group, by almost three 
times. It is noteworthy that the IT Army occupies the third position in the chart, as 
the perpetrator of 107 attacks could not be ascertained. Despite being a group linked 
to Russia, the People’s Cyber Army has surprisingly launched attacks on four occa-
sions against Russian targets. Furthermore, six identified groups have attacked both 
Russian and Ukrainian targets, namely Anonymous Russia, Phoenix, Mirai, KillNet, 
and GURMO. With the exception of GURMO, the majority of these groups have pri-
marily targeted Ukraine and are commonly associated with Russia. As GURMO is the 
Ukraine’s Military Intelligence Service, consequently the one attack executed a cy-
ber-enabled information operation against Russian television channels broadcast-
ing in Crimea, which targeted Ukraine. Crimea has been occupied by Russia since 
2014 (Lunn 2023).
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Figure 5. Distribution of the 10 most active attacking groups by attack types  
(own edition based on CyberPeace Institute database)

The conflict between Ukraine and Russia has spurred the involvement of young 
hackers in hacktivist groups, which have carried out cyberattacks against Russia 
(Security Alliance Limited 2022). The cyber facet of the conflict has observed a con-
siderable quantity and heterogeneity of cyber occurrences; nonetheless, the partic-
ipation of non-state actors and their readiness to carry out cyberattacks outside the 
domain of military operations had not been predicted (Chukhua 2023). The initial 
majority of pro-Ukraine groups has shifted over time, with pro-Russia groups tak-
ing the lead. This shift can be attributed to various factors, including the establish-
ment of the IT Army by the Ukrainian government. Furthermore, the outrage of 
pro-Ukraine groups regarding other geopolitical events has diverted their attention 
to other political targets. Additionally, frequent rivalries among pro-Ukraine groups 
have led to divisions and the suspension of their operations. Notably, some groups 
supporting Russia have been identified as Russian cybercriminal groups. It is widely 
believed that there exists an unspoken agreement between Russian national security 
services and Russian cybercriminal groups, whereby cybercriminals are permitted 
to operate, provided that they do not target Russian interests (Miron and Thornton 
2024). Alternatively, if the interests of the Russian state require it, these groups may 
carry out their activities in accordance with Russian interests.

As per the Ukrainian government, the IT Army boasts over 200,000 active mem-
bers. However, this number is believed to be overstated. Nonetheless, a significant 
number of cyber volunteers are involved on both sides of the conflict (Willett 2022), 
with most of them aged between 13 and 25 years. The duration and outcome of the 
war remain uncertain. However, one of the primary concerns is the future actions 
of the hundreds of thousands of cyber volunteers who have participated or are par-
ticipating in the attacks. These young individuals have acquired skills in penetrating 
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secure systems and concealing their identities. While there is a great need for eth-
ical hackers to ensure a safer cyberspace, there is apprehension that most of these 
volunteers will opt for the easier route of pursuing illicit activities for financial gain 
(Feledy and Virág 2022).

Figure 6. Distribution of attacks by country  
(own edition based on CyberPeace Institute database)

Figure 6 depicts the distribution of attacks targeting both Russia and Ukraine, 
while Figure 7 provides a visual representation of the distribution of the attacks 
over time.

During the period under review, Ukraine suffered almost twice as many cyber-
attacks as Russia.

Figure 7. Distribution of attacks by country over time  
(own edition based on CyberPeace Institute database)
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As the graphical representation shows, the month of February 2023 witnessed 
the highest number of cyberattacks in Ukraine among all the months, while October 
2023 was the only month devoid of any such incidents.

Examination of the dispersion of affected industry sectors by nation accentuates 
the extensive array of economic and societal sectors that have been impacted by cy-
ber intrusions in both Ukraine and Russia (see Figure 8). The findings indicate that:

In the instance of Ukraine, a majority of the attacks were directed toward the 
public administration, energy, trade, and transport sectors, denoting the strategic 
significance of these domains in the conflict.

In Russia, the administration, energy, and transport sectors were the most prom-
inently impacted; however, it is of significant note that the agricultural and mining 
sectors were also targeted.

These results can help us better understand the dynamics of cyber conflict and 
how attackers choose their targets in each country.

Figure 8. Distribution of sectors affected by the attack by country  
(own editing in Python, based on CyberPeace Institute database)

The presented heat map provides a detailed analysis of the distribution of cyber-
attacks across various sectors in Russia and Ukraine. The color saturation within 
each individual cell represents the frequency of attacks, providing a clear and con-
cise evaluation of the affected sectors in both nations. The findings of the analysis 
confirm the notable targeting of specific sectors, including public administration, 
energy, and transportation in both countries, which was previously observed. The 
heat map also allows for the identification of additional intricacies, such as the rel-
ative susceptibility of different sectors and variations between the two countries in 
terms of the most targeted sectors. The data highlights the need for increased cyber-
security measures in these specific sectors, particularly in public administration, 
energy, and transportation, to mitigate the risks of cyberattacks.
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Furthermore, we have exhibited the relationships among attackers and the af-
fected industries (Figure 9), as well as between attackers and their frequently used 
attack techniques (Figure 10), through the use of heat maps. Such a graphical rep-
resentation can potentially facilitate comprehension of the interconnections be-
tween perpetrators and their intended victims, as well as their modus operandi.

Figure 9. Distribution of sectors most frequently targeted by attackers  
(own editing in Python, based on CyberPeace Institute database)

Figure 9 presents a heat map that provides a visual representation of the fre-
quency of cyberattacks in different sectors. The chromatic intensity within each dis-
crete unit signifies the rate of occurrences of assaults, with darker shades indicating 
a higher frequency of attacks. The results of the heat-map analysis reveal that public 
administration is the most vulnerable sector to cyberattacks, followed by the finan-
cial, ICT, and media sectors. The correlation between the previous analyses and the 
heat-map data highlights the need for increased cybersecurity measures in these 
sectors to protect against the growing threat of cyberattacks. Figure 10 corroborates 
the previous analyses, indicating that DDoS attacks are the most prevalent among 
all types of cyberattacks, and they are predominantly carried out by a specific group 
of threat actors. The figure provides a clear visual representation of the distribution 
of attack types and the groups responsible for them. The data reveals that DDoS at-
tacks stand out significantly, with a considerably higher frequency than other forms 
of cyberattacks. Furthermore, the figure illustrates that a select group of attackers is 
responsible for the majority of these attacks, which highlights the need for targeted 
measures to combat this specific threat. It is clear that DDoS attacks pose a signifi-
cant risk to organizations, and identifying the responsible groups should be a prior-
ity in developing effective strategies to mitigate the risk of such attacks.
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Figure 10. Distribution of the most common types of attacks used by attackers  
(own editing in Python, based on CyberPeace Institute database)

In order to attain a more comprehensive understanding of the attacks’ nature, 
it is advisable to employ supplementary methodological approaches in analyzing 
the accessible data. Network analysis offers the possibility to visually represent the 
connection between the attackers and the attacked sectors, therefore enabling us 
to draw further inferences. To establish the foundation of our network, we must 
first define its structural principles. Within this network, we interpret all attack-
ers and attacked sectors as nodes. Specifically, there are 25 sectors and 95 attackers 
represented as nodes in this case. It is crucial to note that we do not segregate the 
Russian and Ukrainian sectors from each other, but rather consider the direction of 
the attack, i.e., the sector itself, as a node in the network, following a general princi-
ple. To elaborate, the network’s disassociation from the targeted country of attacks 
is crucial, as it enables us to focus on the attacks’ essence. Extracting data from the 
database, we treated all attacks directed from an unidentified attacker or toward 
an unidentified target as a single point, labeled as Unknown Sector and Unknown 
Attacker. This is a critical component of our analysis and warrants emphasis. The 
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next fundamental element of the network is its connection scheme, which entails 
the determination of links or edges. A link between two points is established when 
an attacker has targeted that specific sector at least once during the analysis period.

A representation of the fundamental network based on these principles is depict-
ed in Figure 11. All the network diagrams were generated employing the Gephi data 
visualization software.

Figure 11. Network of cyberattacks by sector and by attacker  
(own editing in Gephi, based on CyberPeace Institute database)

The network structure, in its present state, remains incomplete. In addition to de-
fining connections between nodes, we must also determine whether or not the edges 
in our network are directed. As attacks toward a sector have an evident direction-
ality (given that the sector cannot retaliate), we have designated our network as di-
rected, with links always originating from the attacker and terminating at the sector. 
Both analysis and interpretation can be further enhanced through the color-coding 
and weighting of edges and nodes. While many criteria can be used to weigh the re-
lationship between nodes, such as the extent of damage or the resources utilized to 
execute an attack, this study utilized a coherent system where the weights represent 
the number of attacks. In other words, each additional attack toward a given sector 
resulted in a one-unit increase in the attacker’s value toward that sector, regardless 
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of whether the attack targeted a Russian or a Ukrainian sector. For nodes, a similar 
weighting system was employed based on the number of degrees, i.e., the number 
of edges entering or leaving a node. The size of a sector node in the network corre-
sponds to the number of attacks it sustained, while an attacker node’s size reflects 
the number of attacks it executed. Building on the edge weighting system, we also 
factored in edge weight when determining node size rather than simply considering 
the number of edges. Consequently, the size of each node was determined based on 
its respective weighted degree.

The introduction of these criteria has resulted in a significant transformation of 
our network, as demonstrated in Figure 12.

Figure 12. Distribution of the weighted network of cyberattacks by sector and attacker 
(own editing in Gephi, based on CyberPeace Institute database)

Figure 12 displays the network nodes in the same position as in Figure 11; how-
ever, the application of color-coding and weighting has emphasized the network’s 
crucial nodes, namely, the attackers with the most attacks and the sectors that sus-
tained the most damage.

Following the weighting process, it is crucial to identify the network’s primary 
features. The network is classified as a bipartite graph, meaning that its nodes can 
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be categorized into two distinct sets (attackers and sectors), where nodes within 
each set are never connected to each other, but solely to nodes in the other set. To 
illustrate this grouping of nodes, an additional criterion can be incorporated, which, 
when used in conjunction with the visualization tools and layouts provided by Ge-
phi, can yield a representative depiction of the network’s nodes in terms of both 
color-coding and positioning (as evidenced in Figure 13).

Figure 13. Network of cyberattacks, categorized by both sector and attacker, with weights 
assigned to each node and edge  

(own editing in Gephi, based on CyberPeace Institute database)
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It is noteworthy that the network comprises two distinct components, implying 
that points within the network are not entirely traversable; in mathematical terms, 
it is not fully walkable. One of these components pertains to the attack orchestrated 
by the @Conti group, which was specifically targeted at a criminal group. This at-
tack was unrepeatable and did not extend to other sectors during the observation 
period, nor did it involve any future assaults on the criminal group, which has been 
categorized as a sector. Therefore, these two points can be regarded as entirely in-
dependent in the network.

Given that the diameter of the bipartite graph, which represents the distance 
between the two farthest points in the network, is 1, and the average path length, 
which denotes the average distance between the points, is also 1, this statistical 
measure does not offer any additional insights into the current network. Howev-
er, the distribution of the weighted degree number indicates a scale-independent 
pattern (Jeong et al. 2000), signifying that a majority of the nodes have only one 
connection, while the number of nodes in the network decreases as the number of 
connections increases (Figure 14). Specifically, 43.16% of the attackers are found to 
have only one connection, 71.58% have fewer than six connections, and only 13.68% 
of the attackers have more than 10 connections.

Figure 14. Distribution of the weighted degree number of points in the network  
(own editing in Gephi, based on CyberPeace Institute database)

In the context of the network’s content, the aforementioned observations suggest 
that the cyberattacks examined are often sporadic and occasional, orchestrated by 
a single organization, and that just a few organizations have undertaken systematic 
and organized attacks targeting one or more sectors during the given period. From a 
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numerical standpoint, this implies that the top 10 organizations responsible for the 
most attacks constitute over 70% of the total attacks—73.9% to be exact.

In order to gain a more comprehensive understanding of the key components 
within the network, an alternative visual tool in Gephi is employed. The Force Atlas 
layout organizes the points in the network based on their weighted degree number, 
thereby highlighting the strategically significant elements of the network (as depict-
ed in Figure 15).

Figure 15. Weighted network of cyberattacks by sector and by attacker, focusing on the 
key elements of the network  

(own editing in Gephi, based on CyberPeace Institute database)

Although the centrality, which quantifies the role and significance of each node 
in the network, can be computed for bipartite graphs, it does not provide relevant 
information such as distance and diameter. However, the distribution of the weight-
ed degree number can be leveraged to sort the network based on the nodes with 
the highest weighted degree number. In this regard, Gephi utilizes this criterion to 
center the network on the sectors that have been consistently targeted by a greater 
number of cyberattacks (in descending order of weighted degree: public administra-
tion—194, financial—117, ICT—101, media—96, transportation—54) as well as the 
attackers that have carried out the most attacks during the observation period (in 
descending order of weighted degree: People’s Cyber Army—249, Unknown Attack-
er—107, IT Army of Ukraine—85, NoName057(16)—67, Anonymous Italia—65). This 
information facilitates identification of the most targeted sectors and the most ac-
tive attackers. Notably, Gephi’s ordered graph layout illustrates the network’s most 
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significant points from left to right, based on their weighted degree numbers (refer 
to Figure 16).

Figure 16. Weighted network of cyberattacks grouped by sector and by attacker, with the 
network’s priority points ranked from left to right  

(own editing in Gephi, based on CyberPeace Institute database)

However, in order to investigate the characteristics and patterns of the attacks, 
it is necessary to cluster the points by computing their clustering indices. Gephi fa-
cilitates this computation and the resulting network map that visualizes the clusters 
with ease (as shown in Figure 17).

The program allocates a “branch” to each cluster within the network, resulting in 
a total of six separate clusters. One of these comprises the two nodes mentioned ear-
lier, representing a distinct component of the network. In the remaining five clus-
ters, it is evident that each cluster terminates in a sector with a high degree number 
(i.e., the farthest point on the branch from the center of the network), which is also 
the highest degree number point within the cluster. Subsequently, the points gradu-
ally exhibit fewer degree numbers as they approach the center of the network. The 
primary principle underlying clustering is to group points that are most strongly 
connected to each other. Thus, in the present network, all the most connected sec-
tors and attackers are grouped together in a cluster. To elaborate, the most frequent 
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attacker targeting a sector is placed in the same cluster. If an attacker targets mul-
tiple sectors and is the most dominant among them, the corresponding sectors are 
also clustered together.

Figure 17. Weighted network of cyberattacks by clusters  
(own editing in Gephi, based on CyberPeace Institute database)

Clusters offer insights into the nature of attackers and their attacks by highlight-
ing the most vulnerable sectors and those that are collectively susceptible to the 
same group of attackers. This, in turn, reveals the characteristics and patterns of the 
attacks and the attackers perpetrating them.
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4. Discussion

In contemporary society, the crucial role of IT services in maintaining the opera-
tion of critical infrastructures has been widely acknowledged. As a result, cyber-
attacks targeting IT services have the potential to cause significant disruption to 
critical infrastructure operations. The Russia–Ukraine conflict has provided a stark 
illustration of the impact of cyberattacks on critical infrastructures and the security 
measures available to safeguard these systems. Against this backdrop, the present 
study aims to analyze the documented cyberattacks that occurred during the Rus-
sia–Ukraine conflict between 2022 and 2023, identify sector-specific patterns of cy-
berattacks, and assess any changes in the frequency and severity of these attacks. 
To achieve this research objective and test the formulated hypotheses regarding the 
sectors most vulnerable to cyberattacks and the potential frequency and severity of 
these attacks, a range of scientific research methods was employed.

Drawing on the conducted studies, our results are as follows:
R1: The data analysis indicates a semiannual periodicity in the frequency of at-

tacks during the study period. It can be inferred that the winter season of 2023 wit-
nessed the highest number of attacks, distributed monthly, compared to the other 
periods under consideration.

R2: As the sector-wise analysis shows, the majority of the cyberattacks were di-
rected toward the public administration sector.

R3: The analysis conducted during the reviewed period predominantly identified 
DDoS attacks.

R4: The results of our research indicate that state-sponsored groups have perpe-
trated cyberattacks with greater frequency and diversity.

This paper aims to enhance our understanding of attackers’ preferences for dif-
ferent methods of cyberattacks and to identify the most critical sectors that require 
protection. Additionally, it provides valuable insights into the attack patterns and 
networks of attackers, while also offering a forecast of the attack trends likely to 
emerge during the years 2022 and 2023 of the Russia–Ukraine conflict.
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1. Introduction

In recent years, artificial intelligence (AI) technologies have rapidly entered the ed-
ucational and scientific spaces, transforming the economy and society, and symbol-
ising a new stage not only in the history of digital technologies but also in the global 
development of modern civilisation as a whole. AI has been defined as a strategic 
technology that offers many benefits to citizens and society as a whole, provided it 
is human-centric, ethical, sustainable and respects fundamental rights and values. 
At the end of 2022, OpenAI introduced the world to a number of its digital servic-
es that use the principles of human brain organisation and functioning, commonly 
referred to as AI. ChatGPT and DALL-e allowed the company to break all possible 
world records in terms of user growth. According to The Guardian (Milmo 2023), two 
months after the launch, the number of users exceeded 100 million, i.e. in January 
2023, more than 590 million visits to the website from 100 million unique users were 
recorded. This has triggered a real AI revolution in the world. At the same time, the 
complexity of the technology itself, the ease of its use (it is accessible even to users 
who know only how to use messengers, as the ChatGPT interface is implemented 
similarly) and, most importantly, the quality of the text generation has sparked an 
active discussion in the global educational environment, including the university 
environment.

Undoubtedly, humanity will benefit from the new capabilities of AI, but this also 
entails solving many strategic tasks. First of all, the main one is the reliable use of AI 
systems’ capabilities for the development of societies and human life, as the signif-
icant impact of these technologies is radically changing human existence. Second, 
being aware of the significant advantages and achievements of AI systems, it is nec-
essary to predict unexpected challenges and risks that may arise as a result of such 
a continuous development of these digital systems, and accordingly to outline ways 
to prevent and eliminate them.

The use of AI in the educational process is not a fantastic idea for the future but 
a reality today. In January, a survey was conducted among Stanford University stu-
dents. According to the results, almost 20% of students have already used ChatGPT 
to help with homework, exams and academic projects (Cu and Hochman 2023). A 
recent survey of teachers in the United States showed that two-thirds of educators 
have experienced a situation where students used ChatGPT to prepare homework 
without their permission. This figure is undoubtedly growing every month. It is ob-
vious that in Ukraine, a significant number of pupils and students are already using 
ChatGPT, and this figure will soon become more and more significant (Intelligent 
2023).

We must understand that in real life and professional activities, people will in-
creasingly use such applications, and it is likely to become the norm in the coming 
years. Accordingly, the ability to use them effectively and ethically is an important 
skill, as is the ability to use Wikipedia responsibly. The relevance of this study lies 
in the fact that the use of AI and neural networks in student learning is one of the 
most promising areas of development in modern education (Semenets-Orlova, Rod-
chenko et al. 2022). AI technologies can have a positive impact on all aspects of the 
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educational process, help improve the quality of learning and ensure more-efficient 
knowledge transfer. 

The purpose of the study is to analyse the use of AI in education management 
and its impact on process optimisation and transformation of educational pro-
grammes, highlighting various innovative approaches implemented with the help 
of AI. Exploring the role of AI in educational data analytics allows adapting educa-
tional processes to the individual needs of educational entities. Determining how AI 
technologies contribute to the effectiveness of management decisions in educational 
institutions allows improving planning, coordination and evaluation of educational 
processes and uncovering the potential challenges and ethical issues that arise in 
the process of integrating these technologies. The study will also outline prospects 
and directions for the development of AI in education and the importance of AI for 
current and future education.

2. Materials and Methods

The methodology for studying AI in the field of education management is based 
on the integrated application of various methods of analysis and synthesis, includ-
ing analogy, abstraction, induction, deduction, dialectics and analytics. The analysis 
method is used to study the impact of AI on process optimisation and the transfor-
mation of educational programmes. This includes a thorough analysis of the links 
between AI and educational processes. The synthesis method explores innovative 
approaches introduced through AI, creating a holistic view of strategies for manag-
ing resources and improving education.

The study of the role of AI in education and training uses an inductive method to 
determine how technology can adapt educational processes to meet the individual 
needs of learners. The deductive method is used to formulate general conclusions 
and principles of the study. The dialectical method allows us to consider different 
perspectives and the interaction of technological innovations in the context of learn-
ing activities.

The method of analogy is used to identify potential challenges and problems that 
arise in the process of integrating information technology into education. The meth-
od of abstraction helps to discuss the prospects and directions of AI development in 
education. The generalisation method allows us to draw general conclusions about 
how AI contributes to the effective planning, coordination and functioning of educa-
tional processes. This methodology provides a systematic and in-depth study of the 
use of AI in education, taking into account various aspects and ensuring a compre-
hensive understanding of its impact and prospects.

3. Results

Current changes in the development of postmodern society are happening some-
what abruptly due to the creation and implementation of AI technologies. AI is a 
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product of human activity that, thanks to its ability to perform certain human func-
tions, has significantly integrated into various industries and areas of social interac-
tion, including the education sector, offering new solutions to improve learning and 
teaching and thus determining the future of society. Educational institutions should 
adapt their development strategy and focus on promoting responsible, high-quality, 
ethical and transparent use of AI tools by their employees and students in line with 
the current legislation, with the subsequent mitigation of the negative effects of its 
impact on society, culture and the economy. In general, the evolution of information 
technology-assisted learning dates back to the early 1980s and the publication of the 
first International Journal of Artificial Intelligence in Education in 1989, while the In-
ternational Society for Artificial Intelligence in Education was founded only in 1993 
(Tolochko and Godunova 2023).

There are great opportunities and prospects for using AI in education to transform 
the educational process into a more innovative, inclusive, efficient and effective one 
by introducing new high-quality learning methods that are fast, personalised and stu-
dent-centred (Viznyuk et al. 2021). The real goal of AI in education systems should be to 
maximise the individualisation of education by offering students personalised learn-
ing paths according to their strengths and weaknesses and didactic material adapted 
to their characteristics while maintaining the quality of education and the integrative 
principle of education systems (Goksel and Bozkurt 2019; Mironova et al. 2022).

Significant changes in the use of AI in education, in particular in educational and 
research activities, are currently taking place in the following key areas:

1.	 assessment (in particular, automatic assessment and evaluation of students’ 
learning progress and attitudes to learning, individual and group assessment, 
etc.);

2.	 prediction of learning status (prediction of student dropouts, risk groups, 
innovative abilities, career decisions), productivity or satisfaction, improve-
ment of educational experience;

3.	 assisting (supporting students in their education, for example through an-
thropomorphic presence, which includes virtual agents and persuasive inter-
vention through digital programs);

4.	 tutoring (tailoring individual strategies and approaches to the characteristics 
and needs of students);

5.	 learning management (learning analytics, sequencing of curricula and pro-
grammes, instructional design and student placement) (Peven, Khmil and Ma-
kogonchuk 2023). 

One of the key arguments in favour of using neural networks is optimisation of 
the learning process. Delegating routine tasks to AI (creating drafts of lectures, as-
signments, assessment automation systems; expressing answers to frequently asked 
questions, or general answers to written questions, for example for a course project) 
can speed up and relieve teachers’ work. AI technologies can support the digitisation 
of content, making it easier to find and use the right information. In addition, AI can 
provide learners with access to more diverse and relevant sources of information, 
enabling them to obtain comprehensive and useful information for their learning 
(Nagao 2019).
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AI has the potential to stimulate students’ motivation to learn. For example, 
the system is ready to offer gaming elements in the learning process to help stu-
dents be more interested and engaged in their studies. Another advantage of us-
ing AI in the learning process is the automatic assessment of students’ knowledge 
and skills. AI systems allow assessing not only closed-ended answers in a test 
format but also descriptive answers (Drach et al. 2023).

AI systems provide a more objective assessment of knowledge and skills as 
they use standardised algorithms and evaluation criteria. This helps to avoid 
subjectivity in student assessment, which can be present in manual assessment. 
To combat the problem of cheating in online exams, many institutions use auto-
mated security software. These tools monitor students through their webcams 
during tests. Using AI, the software can point out suspicious movements or ac-
tions, such as when a student frequently looks away from the screen or someone 
else enters the room. AI systems provide high reliability of assessment because 
they are not affected by emotions and fatigue. AI also identifies mistakes in stu-
dents’ work that may be missed during manual assessment.

AI helps to create curricula that meet the personal needs and interests of all 
students. Each student has individual needs and interests that can be met by AI 
systems. For example, if a student has certain interests, the system can recom-
mend learning materials that relate to this particular information area (Terepy-
shchy 2023). Thus, individualised learning helps students who have significant 
differences in prior knowledge and skills.

Later, each student can have an assistant, such as Siri or Alexa. This system 
has enough data and experience to enable the neural network to learn itself. The 
main functions must be laid out in such a way that timely questioning is a Socrat-
ic principle. And then the dream of ancient philosophers may come true – that 
every citizen will be educated as a philosopher (Sharov 2023). 

The use of AI and neural networks is significantly increasing the accessibility 
of education. The use of online platforms and applications with built-in AI will 
allow students to get an education anywhere and anytime. AI can help provide 
access to education for people who had to move due to the war and continue 
their education in other countries. For example, AI-powered online learning sys-
tems can help students with internet access to get an education from anywhere. 
AI systems can make a significant contribution to improving the efficiency of 
management decisions in educational institutions through a variety of technol-
ogies and tools. The use of AI technologies in education can greatly facilitate 
management processes, contributing to the quality of learning and the efficiency 
of educational institutions. Here are some ways in which this can happen (Kru-
penina, Fedorchuk and Sabadosh 2023).

To begin with, AI systems can integrate and synthesise data from different 
sources, allowing for a more complete and in-depth understanding of a situation 
or problem. This is especially important in education, where individual attention 
to each student is key to achieving optimal results. Automated data processing al-
lows you to create personalised learning approaches based on the unique needs and 
characteristics of each student. Machine learning algorithms are powerful tools for 
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analysing and understanding learning processes. The ability of these algorithms to 
identify complex patterns and trends in massive data sets allows not only imme-
diate response to events but also planning management strategies to improve the 
learning process.

AI can also be used to predict and manage changes in the educational environ-
ment. Algorithms can analyse educational trends, predict possible risks, and rec-
ommend strategies to avoid or reduce the impact. This allows for more flexible and 
adaptive educational programmes that can meet the needs of a rapidly changing so-
ciety (Yatsenko 2023). Automation through the use of specialised systems can play an 
important role in optimising resource decomposition and management. Scheduling 
automation systems not only simplify the process of scheduling events and classes 
but also take into account various parameters such as seat availability, availability 
and qualifications of teachers and other factors that affect the efficiency of the edu-
cational process (Semenets-Orlova, Shevchuk et al. 2022).

However, along with many positive opportunities, the use of AI in school educa-
tion can cause certain problems. AI is already actively used by some students writ-
ing essays and papers, making it difficult for a teacher or someone who wrote the 
paper to understand either the AI or the teacher. Only China has developed a system 
for checking essays and other works using AI, but this system has not yet been im-
plemented (Chen, Chen and Lin 2020). 

The use of AI could lead to the automation of some processes in school education, 
such as checking assignments and assigning grades to students. This could lead to 
job losses for teachers and other educational institutions from a global perspective. 
The other problem is the restriction of freedom of expression and creativity in the 
learning process, as the AI system offers only a limited set of tasks and solutions. AI 
can lead to changes in communication between teachers and students, as well as 
between students. This can affect social interaction and the development of com-
munication skills. Interaction with AI teachers is less emotionally charged, which 
affects students’ motivation to learn. One more threat posed by AI is the lack of 
group interaction. The use of AI systems reduces students’ ability to cooperate with 
other group members and develop social skills. One of the negative consequences 
of using AI is that students feel isolated and distant from the learning process. They 
may feel confused, not knowing who to turn to for help or advice, especially if they 
need one-to-one instruction.

The use of AI can lead to the collection and use of students’ data without their 
consent or protection. There also can be such problems as dependence on technol-
ogy and the loss of skills that could be useful in real life. AI can be programmed to 
stereotype and prevent discrimination based on race, gender, nationality or other 
categories. If AI is used to evaluate students, it raises questions about the objectiv-
ity of such an assessment and its fairness. AI and neural networks require a lot of 
high-quality data to be successful. If the data contains errors or inaccuracies, it can 
lead to incorrect results (Chen, Chen and Lin 2020). 

AI and neural network systems are less flexible than teachers, which limits the 
ability to adapt to the specific needs of students. In addition, AI has a limited ability 
to perceive the context and the individual characteristics of students. 
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The use of AI to manage cybersecurity risks in education is rapidly becoming an 
integral part of the modern educational environment. As the use of technology in ed-
ucation increases, so does the risk of cyberattacks. AI-based cybersecurity solutions 
can help protect educational institutions from intruders, but implementing these 
solutions can pose several challenges.

The use of AI to manage cybersecurity risks in education is rapidly becoming an 
integral part of the modern educational environment. However, implementing these 
solutions can pose several challenges. Educational institutions need to ensure that 
their staff is properly trained to effectively use and manage AI solutions with access 
to the necessary resources to ensure that their AI solutions are properly maintained 
and updated and that they are properly integrated into their existing security infra-
structure (Luan et al. 2020). By addressing these challenges, educational institutions 
can ensure that their AI solutions are effective in protecting their institutions from 
attackers.

There is an undeniable need for proper training to fully utilise the potential of AI. 
Before introducing new tools such as AI-powered writing and research assistants, 
students should learn how to formulate queries, interpret results and use the tool 
to complete tasks during practical classes. When using AI for grammar checking, 
teachers should emphasise to students that while the tool can detect mechanical 
errors, it does not always pick up on nuances of tone or style. Thus, teachers should 
encourage students to use the tool as a preliminary check but rely on their judge-
ment for the final touch. Setting the right expectations ensures that AI is seen as a 
tool for improvement, not a magic wand (Alam 2021).

It is also important to remember that the use of AI in education requires signifi-
cant investments that are not available to all educational institutions. AI and neural 
networks require a lot of high-quality data to function and learn. If the data being 
trained contains errors or inaccuracies, it leads to incorrect results. Another exam-
ple is the use of an automated assignment grading system. If the system has been 
trained on data that contains errors, it will give students incorrect grades. Thus, 
poor data quality can lead to inaccuracies and incorrect functioning of the AI sys-
tem in education. This reduces the quality of teaching and the provision of correct 
information to students.

The above disadvantages of using AI and neural networks in education show that 
these technologies cannot completely replace the human factor in education. How-
ever, they can be a useful complement to traditional teaching methods (Ouyang and 
Jiao 2021). The use of AI raises ethical concerns because it is capable of collecting 
and analysing large amounts of data, including students’ data, which may contain 
sensitive information. This violates the privacy and security of such students. For ex-
ample, an AI-assisted learning system collects and stores data on students’ activity, 
including their progress, answers to tasks and knowledge gained. This data can be 
used to evaluate and address ethical issues such as discrimination and privacy vio-
lations. There are also ethical issues of accountability for the results produced by an 
AI learning system. If the system produces incorrect results, this has negative con-
sequences for students, especially if their grades are used to make decisions about 
graduate school or employment. 
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The use of ChatGPT-like applications can reduce the spread of cheating in educa-
tion, which involves writing assignments for money. On the other hand, new ethical 
challenges arise that need to be addressed now. The results of the Stanford Universi-
ty survey show that students actively use ChatGPT to help generate ideas for future 
essays and receive instant automatic feedback on their work. In this context, the 
use of AI tools should not be condemned but rather encouraged (Hwang et al. 2020). 

AI applications can perform typical essays or labs with ‘perfect marks’, so this 
type of task should be a thing of the past. Instead, tasks that require analysis, an 
individual approach and critical thinking should take up an increasing share of the 
learning process. It is important to teach students not just to repeat existing ideas 
but to use them as a basis for creative solutions and new research. In this sense, 
ChatGPT-like applications open up additional opportunities for students and edu-
cators.

4. Discussion

AI, as a key player in the development of education, will not only bring significant 
changes to current approaches to learning but also provide the education sector 
with new opportunities to create effective and adaptive learning environments. The 
introduction of AI into education is a promising area that can significantly transform 
the current education system and prepare students for the challenges of the future.

Although AI may still have its opponents and sceptics, this technology will not dis-
appear. Those working to improve AI are confident that this innovative technology 
will only become more widespread in schools in the next five to 10 years. Research-
ers believe that AI-enabled educational programmes will be widely used in different 
countries, especially as more and more educational institutions expand their hybrid 
curricula. In addition, virtual reality AI will enable students to communicate with 
classmates at home and vice versa. This can create a more optimised and homoge-
neous remote classroom experience during distance learning. As AI research contin-
ues to advance and the field evolves, the implications of these new technologies for 
the educational landscape are enormous. It’s almost impossible to imagine a future 
where AI isn’t being used somewhere in the classroom, simply because the potential 
benefits are too compelling to ignore.

With AI-enabled teacher assistants, integrated virtual reality classrooms and 
gamified lessons, the ability to develop personalised instruction for individual stu-
dents is becoming a major goal for educators. Teachers are well aware of how ef-
fective differentiated learning is for students with special needs. AI is designed to 
create unique individualised lesson plans for students without putting an additional 
burden on teachers’ time and resources. This change promises to open up learning 
to a whole generation of students who otherwise find it difficult to learn.

AI has already been widely used to help catalogue and grade student work. Right 
now, AI programs can already determine whether an article is plagiarised or written 
with the help of an AI program such as ChatGPT. These programs can also help with 
bulk grading, significantly reducing the amount of time an instructor has to spend 
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checking assignments. As these learning models grow in scale and capability, they 
will continue to be applied to more and more specific and complex projects.

An AI tutor can complement a student’s education in several pragmatic ways. Vir-
tual assistants can help students develop flashcards, mock exams and other practice 
tasks. Speech synthesis speech-to-text learning models or speech-to-text generation 
can help with learning new languages or be used to provide examples and learn 
phrases. These technologies can even be used in conjunction with traditional tutor-
ing to create a hybrid tutoring session, giving students access to tutor guidance no 
matter where they are (Knox 2020). 

By combining new approaches and technologies, you can shape the learning en-
vironment. Let’s look at a few examples of how AI is being used in online learning. 
AI is changing online learning. It can be effective due to the ability to analyse stu-
dent data and change the learning process itself based on the results of the analysis. 
The simplest and most direct use of AI is to monitor knowledge, automate assign-
ment checking, detect and correct errors and help instructor systems determine 
the autonomy of assignments during grading. AI also helps to eliminate cheating 
by analysing camera images and user browsing activity. AI-based security systems 
determine the autonomy of tasks. 

The positive effect of using AI for knowledge and skills, the ability to recognise 
text and voice with subsequent natural language analysis, which has begun to be 
used in foreign language learning, is significant. The chatbot allows for multiple re-
reads when translating words, pronunciation, etc. – i.e. it acts as a tutor – which is 
important in online learning. Learning outcomes and assessment, quality of learn-
ing and speed of learning allow us to adapt learning to the characteristics of each 
person, their needs and mental abilities. AI systems allow educational institutions 
to develop individual learning profiles. Based on this, educators can assess students’ 
capabilities to improve their knowledge and academic performance.

The use of voice assistants in online learning is positive. Students can use these 
tools to interact with course materials and meet their information needs. Instead of 
traditional handouts, teachers provide students with voice messages to advise them. 
Hence, this practice is one of the best uses of AI, as it reduces the human workload.

At the educational institution level, AI also helps to organise the learning process, 
managing the teaching team, students’ performance, administrative tasks, etc. AI 
is greatly benefiting various foreign language translation services, such as Google, 
which has implemented Google Neural Machine Translation (GNMT) in its trans-
lators since 2016. GNMT significantly improves the quality of translation by train-
ing the system from information contained in millions of online sources. Thanks to 
its extensive end-to-end structure, the system learns to produce better translations 
over time. Let’s take a look at some of the technologies used in the learning process 
and their role in it (Huang, Saleh and Liu 2021).

By combining these approaches and technologies, competent methodologists can 
shape the learning environment. Let us consider some approaches to the use of AI 
in online learning. Regardless of whether we are talking about academic learning or 
other life skills, each person is different. Everyone has their own needs and differ-
ent levels of mental capacity. Teachers believe that it is necessary to cope with this 
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situation. Therefore, they believe that it is better to teach on an average. So, when 
AI comes into the picture, there is a whole new level of courtesy towards individual 
needs.

AI-powered systems now allow educational institutions to develop an individual 
learning profile according to each student’s abilities. Based on this profile, educators 
around the world will be able to assess the abilities of their students better than ever 
before. Accordingly, they will also be able to help students significantly improve 
their academic performance.

Voice assistants can improve the perception of information. Amazon’s Alexa and 
Microsoft’s Cortana are used in this regard as indispensable assistants for teach-
ers. Students can use these tools to interact with course materials and meet their 
information needs. Instead of traditional handouts on research materials, teachers 
provide students with voice assistants; for example, the University of Arizona has 
been practising this form of education for some time now to assist undergraduate 
students. This approach reduces the need for internal constant support from the 
teacher. In addition, students receive a higher level of education. This contributes to 
their academic experience. Thus, such a practice is one of the best examples of the 
use of AI, as it reduces the level of human workload.

AI can assist teachers in solving various tasks. In education, academic teaching 
and the presentation of educational material are not a single problem. At the level of 
the educational institution, it is necessary to manage the teaching staff and student 
performance, as well as to perform administrative tasks that ensure the continuous 
operation of the academic environment. For example, such tasks include human 
resources and learning environment management, core document management, 
group materials management, as well as non-teaching duties such as assessment 
and student collaboration.

In 2020–2021, Finland will provide EU residents with free access to the Elements 
of AI online course. The programme was created by the University of Helsinki and 
the Finnish technology company Reaktor. It is designed to encourage people to 
learn the basics of AI, regardless of their age and education. Everyone needs digital 
skills and awareness nowadays. The initiative costs the Finnish budget €1,679,000. 
Already, 700 Flanders schools in Belgium have started using AI in education this 
academic year. The local authorities signed an agreement with the British company 
Century Tech, which has developed a platform that allows for personalised learn-
ing. The goal is to enable each student to learn at their own pace and, at the same 
time, reduce the administrative burden on teachers. The idea is to move away from 
the traditional model of education, when teachers try to teach children at different 
levels, to one where the AI platform helps to adapt the types of tasks, time for their 
completion and assessment for each student. This is a kind of constant diagnostics 
and planning of a child’s progress (Cope, Kalantzis and Searsmith 2021).

In practice, it looks like this: schools upload the curriculum to the Century sys-
tem, and then the platform breaks down its content into micro-lessons. Children 
take a quick assessment to determine who is at what level. The system then develops 
learning for each student, based on what they need to work on more. Unlike other 
adaptive technologies, learning based on clear algorithms and rules, the Century 
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platform uses AI that learns and adapts its knowledge of the student. During the 
learning process, it is constantly updated. The basic principles of neuroscience allow 
us to individually assess the level of concentration and perseverance of students, 
the pace and best time to study, and how long it takes for information to move from 
short- to long-term memory. The company claims that its technology saves teachers 
an average of six hours a week. Personal information about the child is only re-
quired to log in to the platform. AI does not use it.

China has plans to become a leader in the use of AI. The government spares no 
expense on large-scale projects that bring together leading IT companies, startups 
and schools. The number of classrooms equipped with AI cameras and brainwave 
trackers is increasing in China. Journalists of the American edition of the Wall Street 
Journal visited one of the primary schools in Shanghai. The lesson begins with all 
children wearing a special tracker on their foreheads, which looks like a hoop. A spe-
cial sensor that lights up in different colours is located above the eyebrows. There 
are special sensitive electrodes there. They are also on both sides where the tracker 
is attached near the child’s ears. The lesson begins with meditation. The tracker can 
determine the child’s level of concentration at a certain moment. The information is 
immediately sent to a computer, and teachers and parents can see it.

The use of AI in schools in different countries is still in its early stages. Howev-
er, there are already concerns about the confidentiality of personal data and the 
undermining of the status of teachers. Some believe that modern technologies will 
facilitate the rapid acquisition of information, while others argue that children are 
not ready for such experiments and do not perceive such innovations well. But we 
definitely cannot ignore or avoid all the opportunities and risks, achievements and 
disruptions that AI brings with it (Nguyen et al. 2023). 

The issue of AI use in Ukraine has been one of the most important in the develop-
ment of educational and scientific activities since the first days of the young state’s 
independence. The Institute of Artificial Intelligence Problems of the Ministry of Ed-
ucation and Science of Ukraine and the National Academy of Sciences of Ukraine 
was established in 1991, and its scientists developed a draft National Strategy for 
the Development of Artificial Intelligence in Ukraine 2021–2030. The Institute’s sci-
entists proposed two areas of research based on application of the principles and 
mechanisms of human brain functioning, in particular its consciousness. The first 
area includes research for science, education, medicine, defence industry, agricul-
ture, etc., and the second is the creation of a competitive new generation computer 
with a basic smart unit – artificial consciousness and a high level of AI. About the 
use of AI in research and education, research areas in computing systems have been 
identified. The government approved the Concept for the Development of Artificial 
Intelligence in Ukraine and an action plan for its implementation for 2021–2024 (Pa-
nukhnyk 2023).

The key problems in this area in Ukraine are insufficient funding for AI research 
projects in educational institutions; insufficient quality of higher education and ed-
ucational programmes for training relevant specialists; and uncertainty of ethical 
approaches to the use of AI technologies. The functioning of real mechanisms for 
the protection of human rights and universal values, and not just their declarative 
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nature, is particularly critical, particularly in the context of the Russian Federation’s 
armed aggression against Ukraine. That is why it is necessary for the national, insti-
tutional and individual levels to:

•	 facilitate attraction of grant funding for research activities in the field of AI; 
•	 partially compensate researchers’ expenses for participation in international 

conferences; 
•	 support international cooperation in sharing best practices; 
•	 promote the use of AI technologies in the fields of science, as well as interdis-

ciplinary research at the intersection of AI and other fields of science;
•	 develop clearly defined rules for the use of AI based on the value principles 

justified by the EU and the European Association of Universities. Regulation 
of the use of AI should be carried out at the institutional level in line with the 
mission, vision, goals and values of the educational institutions based on the 
key ethical principles;

•	 assist teachers at the institutional level in mastering modern developments 
in the use of AI, as well as rethinking the role of the teacher in teaching and 
learning through AI technologies;

•	 since the application of AI in higher education can be carried out at all stages 
of the educational process, adapt approaches to teaching, learning and assess-
ment for the effective and efficient use of AI, taking into account the socio-psy-
chological consequences;

•	 inform participants in the educational process about the use of AI in educa-
tional and scientific activities as a tool or research method based on responsi-
bility, ethics, transparency and academic integrity;

•	 take into account industry specifics, in particular pedagogy, which involves 
orientating applicants to quality standards within the framework of inter-
action between the applicant and the created ‘rules of the game’, as well as 
awareness of the nature of interaction with the AI system.

About compliance with ethical standards, the Concept envisages, first of all, the 
need to regulate social relations in the field of AI development at the legislative level 
and the development of an Ethical Code of Artificial Intelligence. The development and 
implementation of AI technologies in Ukraine is defined as one of the tasks of other 
regulatory acts, in particular the National Informatisation Programme for 2022–2024.

4. Conclusions

AI is playing an important role in improving the quality and accessibility of edu-
cation. The use of AI allows us to move from standardised teaching methods to in-
dividualised and effective strategies. AI also enhances learning through the use of 
virtual reality and other immersive technologies, creating learning environments 
that encourage active participation and facilitate understanding of complex con-
cepts. AI-enabled online platforms provide global access to learning resources, re-
ducing geographical limitations and making education more accessible to a wider 
audience, especially in regions where access to quality education may be limited.
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AI also helps automate routine tasks, such as grading, allowing teachers to focus 
on personalised guidance and stimulating students’ creative thinking. However, the 
successful implementation of AI in education requires careful consideration of mor-
al and security aspects. Maintaining a balance between technological capabilities 
and the role of the teacher is essential to ensure a warm and supportive educational 
environment where not only the intellectual but also the social and emotional as-
pects of students’ personalities are developed. This synergistic approach maximises 
the potential of AI to create high-quality and accessible education.

The introduction of AI in education is a transition from reactive to strategic man-
agement, where the ability to predict trends plays an important role in the develop-
ment of effective management strategies. The use of AI analytics allows us to gain 
a deep understanding of educational processes and respond to changes promptly, 
ensuring a higher level of adaptability and innovation.

AI can adapt to the different learning speeds and perception styles of students, 
providing a personalised approach. However, it is important to remember that edu-
cational success is not limited to advanced technologies. Teachers play an important 
role in nurturing, mentoring and creating an environment of emotional support for 
students. By striking a balance between technological capabilities and a humane ap-
proach, the educational process can become a holistic system that develops both the 
intellectual and the social aspects of the individual. Such a harmonious approach 
can prepare students for the challenges of the modern world by developing their 
technical and interpersonal skills for the successful functioning of society.
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The study aims to explore how language elements of specialised and political com-
munication are represented in parliamentary discourse. Within the ParlaMint cor-
pus, we examine Hungarian parliamentary speeches between 2020 and 2022 on the 
‘KATA’ (specific tax of small taxpayer businesses). The specialised terms, terms used 
in standard language, sentiment and attitude values are analysed. Results show that 
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1. Introduction

The study presents an analysis of the discourse of Hungarian parliamentary ses-
sions. Parliamentary sessions exhibit distinctive discourse characteristics: they ad-
dress policy issues, thereby incorporating elements of both specialised discourse 
and political discourse. Additionally, they target a diverse audience, reflecting mul-
tifaceted goals. The study corpus consisted of speeches delivered from 2020 to 2022 
within the Hungarian ParlaMint subcorpus (Ligeti-Nagy et al. 2023), focusing on the 
topic of the KATA (acronym of the ‘kisadózó vállalkozások tételes adója’, the specific 
tax of small taxpayer businesses in Hungary). The research aimed to explore how 
the linguistic and language usage elements of specialised and political communica-
tion manifest within parliamentary discourse. It sought to determine to what extent 
these elements could be considered specialised or political communication based on 
linguistic, language usage and contextual features. To achieve this, we examined ter-
minologies, sentiment and attitude values commonly used in both specialised and 
political discourse, which are most readily identifiable using computational tools. 
Beyond contributing to the discussion on the use of specialised language in polit-
ical discourse, the study also contributes to the methodological aspects of comput-
er-assisted analysis of specialised and political discourses. Importantly, the research 
highlights the existence and research potential of the ParlaMint corpus (Erjavec et 
al. 2023) and emphasises the societal importance of responsibly and critically inter-
preting statements made within the parliamentary environment.

2. Political discourse and specialised discourse

The utterances made during parliamentary sessions belong to political discourse, 
but they also occupy a specific place in it:

1.	 Policy issues are also discussed in parliamentary sessions, so there are also 
elements of specialised and political discourse.

2.	 Parliamentary sessions are highly regulated, institutionalised, with a set 
agenda (the language, types of speeches, duration, order of speakers and oth-
er rules of the session are laid down in the Rules of the Hungarian National 
Assembly n.d.), but there are also somewhat spontaneous speeches alongside 
speeches written in advance (van Dijk 1997).

3.	 Public accessibility is regulated by law (speeches given in the Hungarian Par-
liament are available in the form of transcripts and video recordings), so they 
necessarily become part of the public discourse.

The linguistic and language-using features of parliamentary utterances are thus 
influenced by multiple purposes, audiences and discourse features. Due to the pol-
icy themes, elements of specialised discourse appear alongside political and social 
issues (van Dijk 1997). This is also reflected in the fact that the political terminology 
is characterised by the mixing of specifically political terms, units of general lan-
guage, terms from different fields, diplomacy, economy, culture (Kotenko et al. 2023) 
and the multiple target audiences, which also imply the intention to persuade and 
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inform. The main characteristics of specialised communication and political com-
munication can be described on the basis of several analytical frameworks. 

2.1. Specialised discourse

Specialised communication is carried out by a group of specialists embedded in 
their specialised cultures, based on a specialised language, which they use according 
to the goals and expressive needs of the community (Kurtán 2010). The specificity 
of terminological units (the units of specialised language), as opposed to other lan-
guage units at the same structural level and with the same meaning, lies in the fact 
that all three of their components (cognitive, grammatical and pragmatic) satisfy 
restrictive conditions. Among other things, they depend on the context of the sub-
ject (cf. also Faber 2009); they have a well-defined place in the conceptual structure, 
which determines its explicitly recorded meaning recognised and used by the spe-
cialised community. As a lexical unit, it may coincide formally with units of standard 
language use (Cabré 2003). 

Specialised speech communities represent specialised cultures in which com-
mon knowledge and specialised background knowledge play a significant role. 
With regard to the community of speakers, it is crucial whether communication 
takes place between specialists in the same field, between a specialist in one field 
and a specialist in another field, or between a specialist and a non-specialist or the 
public (Kurtán 2010). However, a text is specific only if it is written by a specialist 
in the field; for example, a text about a disease is specialised if it is written by a 
doctor (Cabré et al. 2014). Nevertheless, many communicative scenarios fit into this 
communicative framework, with one important condition: they convey specialised 
knowledge. For example, it covers communication between specialists, between 
specialists and technicians, and the sharing of scientific or technical information 
widely with non-specialists (Cabré 2003).

Participants in communication communicate in different ways regarding the 
level of abstraction, the level of specialised knowledge and preparedness, and the 
intentions. In terms of context, language use is manifested in a variety of situations, 
in typical activities and in typical texts. What distinguishes special discourse (spe-
cialised language use) from others, apart from its preference for certain text types 
and strictly controlled knowledge structures, is that it presents information in a sys-
tematic way; it uses linguistic units that either are exclusively used in the subject or 
are more widespread but have limited meaning in this context; it works with texts 
with a specific content and a more concise, systematic, explicit and less inferential 
way of expression.

2.2. Political discourse

Based on these findings, parliamentary discourse may be one of the scenarios of spe-
cialised communication, but the contextual features of the parliamentary discourse 
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influence the features of specialised communication in this case. The presence of 
different audiences at the same time, the institutionalised framework in which spon-
taneous linguistic utterances can occur, the different goals and intentions, the fact 
that the participants in the parliamentary session refer to their own politics, ideolo-
gies, evaluations, attitudes towards political issues and their political actions in the 
decision-making discourse – all this means that the discourse is at least partly about 
politics itself (van Dijk 1997). Speeches in parliamentary sessions can be of various 
kinds (motions for a resolution, interpellations, reports, questions, requests, draft 
policy statements, policy debates, bills), and are mostly characterised by formal style 
and an argumentative, debating character, but they can also be characterised as po-
litical discourse by insulting the interlocutor and by influencing the public (Schirm 
2009; Zimányi 2008). The role of the public in political communication has been 
particularly relevant since the emergence of new media (see, e.g., Merkovity 2012). 

The persuasion strategy (Wilson 2015) can be based on ethos (the authority/cred-
ibility of the speaker); pathos (emotional appeal to the audience); and logos (proof 
of real or apparent truth, supporting reasons and information, argumentation). Po-
litical discourse analysis looks more broadly at the use of the linguistic choices of a 
political utterance for political purposes and their function in the construction of 
political reality (van Dijk 1997; Wilson 2015). Influence is also a prominent element 
here: the relationship between language and the image of the world is one in which 
politics is able to manipulate language for its own ends, to create worldviews that 
suit its goals and to negate others (Wilson 2015). Critical political discourse analy-
sis has already argued that political utterances are tools of persuasion and power 
struggles, and this character determines the linguistic and stylistic features of texts: 
‘language is politics, politics assigns power, and power governs how people talk and 
how they are understood’ (Lakoff 1990, 7). The main analytical focus is on the emer-
gence and interaction of ideologies, power techniques and manipulation in texts, for 
example through linguistic constructions of polarisation, speech acts, implicatures, 
topical focus (see, e.g., Wodak and Chilton 2005; Vadai 2016).

2.3. Using specialised language in the political discourse

The appearance, function and even the meaning of the units of specialised language 
must therefore be investigated in this political context: ‘whereas metaphors in 
classroom discourse may have an educational function, metaphors in politics will 
function in a political context, for instance in the attack on political opponents, the 
presentation of policies or the legitimation of political power’ (van Dijk 1997, 24).

Expertise and its linguistic representation are fundamentally related to legitima-
tion in political discourse (Reyes 2011). Studies on public policy emphasise the role 
of knowledge in the political process, with different definitions of the concept of 
knowledge utilisation pointing, among other things, to its symbolic use as an expres-
sion of the perceived rational basis for decisions. Justifying a decision with informa-
tion is one way of symbolising the decision-making process as legitimate (Radaelli 
1995). Politicians use legitimisation (a purposeful process to justify, which aims to 
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gain the support or approval of the interlocutor and thus persuades them) to justify 
their political agenda, in which different linguistic choices can be made, with strat-
egies including appeals to emotion and authority. Politicians are inherently author-
itative, as is (the appearance of?) expertise. The elements that represent expertise 
(such as reliable sources, figures) are thus legitimisation tools (Reyes 2011). Spe-
cialised language use can be such a tool too, as ‘terms carry the specific knowledge 
that experts have but lay people do not (necessarily), and which knowledge can put 
experts in a dominant position, asymmetric relations with lay people, and make 
it easier to influence lay people (Falyuna 2017, 96); if only because, for example, 
readers make judgements about the communicator’s reliability based on the use of 
specialised language (Hendriks and Kienhues 2019 based on Thon and Jucks 2017). 
The use of specialised language is … about the demarcation of boundaries and, in 
a sense, about control and power (over knowledge)’(Falyuna 2022, 56–7). So credi-
bility, (the appearance of) expertise and authority are the basis of persuasion, but 
these can also be tools of manipulation, especially when the speech is addressed to 
non-specialist people (cf. the publicity of parliamentary sessions): 

for meaningful political discussion to take place a basic prerequisite is some 
degree of comprehension of the subject matter being discussed … In the case 
of expert knowledge, Turner maintains ‘there is very often no such compre-
hension [by the masses] and no corresponding ability to judge what is being 
said and who is saying it’ … both expert knowledge and the ability to identify 
who is an expert and can speak on a given matter being potentially inaccessi-
ble or incomprehensible to the public. (Thomas and Buckmaster 2013 based 
on Turner 2003, 46) 

In addition to manipulation, they are also tools of power. Márton Szabó contrasts 
the ‘boredom’ of public policy, sectoral policies with ‘the colourful world of party 
battles’, and argues that the approach to the success of public policy proposals is 
often to remove politics from them, ‘i.e., to reduce them to a simple technical issue 
in a narrow field’ (Szabó 2003, 51). This relates to his statement that ‘public policy 
programmes are implemented by experts and advisors, and decision-makers and 
executors usually defend their positions with scientific arguments’ (Szabó 2012, 1). 
He further explains that 

state and party bureaucracies have monopolised the management of public 
policy, and through the positivist-objectivist language of thematization, have 
removed the presuppositions and political constraints of interpretations and 
proposals … Even those interested in public policy were confronted with the 
fact that the real problem in formulating and answering questions was the 
uncharacteristic jargon, or language itself, which assumed the appearance of 
neutrality and objectivity. (Szabó 2003, 52) 

On this basis, he argues that two approaches have emerged in the development 
and implementation of public policy programmes and recommendations: ‘One is 
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that the implementation of public affairs is a special professional task involving 
trained specialists in law, economics, sociology, management and leadership’ (Szabó 
2012, 2). Relating to the other approach, 

[a] public policy programme is only effective if it is not set and managed solely 
by the specialised apparatus, but also involves the citizens concerned in some 
way. … This enhances the role of values in decision-making and makes it clear 
that specialised knowledge does not take precedence over lay knowledge in 
a self-evident way in public and policy issues to be implemented collectively. 
(Szabó 2012, 3)

Compare also in this respect the relationship between technocracy and democ-
racy, where democracy is based on legitimate consensus, free elections and partici-
pation, and technocracy sees expertise as the sole basis of power and authority (see, 
e.g., Radaelli 1995; Stehr 2007). See also the problem of expertise, where knowledge 
becomes part of politics but enters the political process along with interests (Collins 
and Evans 2007; summarising this specifically in public policy, Thomas and Buckmas-
ter 2013). Compare also with topics of knowledge policy (see, e.g., Stehr 2010). Thus, 
the publicity of parliamentary sessions without their being publicly understandable 
does not in fact give the public insight into the political process, and the lack of clarity 
and transparency results in it being only the discourse of politicians and experts.

2.4. Emotions and attitudes in political discourse

In the context of the study, the means of public comprehensibility and public involve-
ment may mean reducing the number of terms and using terms that exist in the stand-
ard language and are publicly understandable instead. But comprehensibility can also 
refer to the importance of interpretative frameworks in the political discourse (Szabó 
2012), in the construction of which emotions, ideologies and beliefs play a prominent 
role. Although the percentage of emotions in political discourse depends on the choice 
of genre, discursive events and topics, for example in the case of routine legislative 
activity, informational content is stronger than emotional content, while the reverse is 
true for ‘hot’ political issues (Kenzhekanova 2015). Gennaro and Ash (2022) developed 
a measure based on computational linguistics tools to scale the emotionality of politi-
cal language. In their study, they looked at how using emotion and reasoning in the US 
Congress has changed over the past 150 years, by topic and congressional speakers. 
They mention that emotional displays spike in wartime, but since the late 1970s there 
has been a significant increase in emotionality, coinciding with the introduction of 
television coverage of congressional debates. Further, patriotism, foreign policy and 
social issues are the most emotionally debated, while within economic policy, issues 
of taxation and redistribution have seen the greatest increase in emotion in recent 
years (particularly among Republicans) (Gennaro and Ash 2022). They also find that 
emotions are prominent among disadvantaged, minority groups (emotions can help 
politicians cope with loss of control or frustration of expectations, Gennaro and Ash 
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2022 based on MacLeod 1996; Lin et al. 2006, or serve to enforce policy positions, 
Gennaro and Ash 2022 based on Jerit, Kuklinski and Quirk 2009).

3. Empirical study

In our research, utilising the Hungarian subcorpus of the ParlaMint corpus, contain-
ing parliamentary speeches and their metadata from 6 May 2014 to 31 July 2023, we 
examined speeches on an economic issue, the KATA. The study corpus encompasses 
speeches delivered from 2020 to 2022, considering this period as changes to the law 
on KATA began during this time. It was a popular form of taxation in Hungary for 
self-employed individuals, but was significantly restructured in 2022. It was a hot 
and complex topic of social, political and economic discourse in Hungary. This is 
mainly because the government’s proposals to amend the KATA came on the agen-
da after social discontent during the pandemic and inflation following the Russia–
Ukraine war. The ParlaMint corpus (2023) is freely accessible and provides a rich 
research material for researchers in humanities and social sciences.

3.1. Hypotheses

Taking into account that discourse is specialised, scientific, political and general at 
the same time – targeting multiple audiences – we examine terms used in scientif-
ic context, terms used in standard language, sentiment values and attitude values 
(emotions and ideologies), which are among the most graspable elements of special-
ised and political discourses using computer tools. 

Sentiment analysis examines the polarity of texts and evaluates/emotional con-
tent (positivity, negativity, neutrality) expressed in texts. Sentiment analysis can be 
carried out in various ways within a given text. We can examine the sentiment value 
of a given text or text segment (e.g., sentence) (Mifrah and Benlahmar 2022), as well 
as evaluative expressions related to a particular entity (whether it be a proper noun 
or a common noun) (Laki and Yang 2023).

We formulated the following hypotheses:
H1: There is a lower proportion of terms in the speeches of opposition and gov-

erning party actors, particularly a lower proportion of specialised terminolo-
gies, than in the speeches of policy actors.

H2: The opposition will make negative statements while the governing party will 
express positivity.

H3: Policy actors will express themselves neutrally.

3.2. Method

The participants of the parliamentary discourse were divided into groups based on 
the metadata of the ParlaMint corpus:
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1.	 Members of Parliament (LMP [‘Politics Can Be Different’], MSZP [‘Hungari-
an Socialist Party’], Jobbik [‘Jobbik-Conservatives’; the name comes from 
‘Movement for a Better Hungary’, and Jobbik means ‘better’ in English], DK 
[‘Democratic Coalition’], Mi Hazánk [‘Our Homeland Movement’]) – opposi-
tion parties

2.	 Members of Parliament (Fidesz, KDNP [‘Christian Democratic People’s Party’]) 
– governing party

3.	 non-members of Parliament, policy actors (state secretaries, experts, guests 
such as the state secretary in charge of tax issues).

We compared the speeches of Members of Parliament and non-members of Par-
liament because political affiliation can influence the political stance and communi-
cation of a person (van Dijk 1997). The next preparatory phase involved extracting 
texts related to KATA using the NoSketch Engine corpus querying tool (Sketch En-
gine 2024a). We examined the context of the extracted sentences and gathered those 
text excerpts for further research that touched upon the specific tax of small tax-
payers, not just instances where the term was explicitly mentioned. The search was 
conducted for the terms kisadózó (‘small taxpayer’) and KATA, resulting in a total of 
185 occurrences. Table 1 shows the total number of text words in the text excerpts. 
The number of tokens in the text excerpts was important information for calculating 
the proportion of term candidates.

Max. Min. Average Median

No. of tokens in an excerpt 2576 72 495 287

Table 1. Total number of text words in the text excerpts (compiled by the authors)

3.2.1. Extraction and analysis of term candidates

We manually extracted term candidates from the text excerpts containing the terms 
KATA and kisadózó as described above. This step will also be performed automati-
cally in the future.

In our research we refer to the extracted expressions as term candidates, since 
we are not professionals in the field. Also, we have not verified the expressions in 
any terminology databases; thus, they can only be considered as term candidates.

Examples of selected term candidates: NAV-törvény (law related to NAV [Nemzeti 
Adó- és Vámhivatal ‘National Tax and Customs Administration’]), adóhatóság [‘tax 
administration’], munkabér [‘wage’], feketefoglalkoztatás [‘illegal employment’], 
jogviszony [‘legal relationship’], kamara [‘chamber’], büntetőadó [‘penalty tax’], 
bevétel [‘income’], juttatás [‘allowance’], tevékenység(i kör) [‘scope of activities’], 
adótanácsadó [‘tax consultant’], adó [‘tax’], kisvállalkozás [‘small businesses’].

We then decided whether the expression is specialised (clear in meaning only for 
the specialised context) or commonly used in standard language, understandable 
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for non-specialised (comprehensibility). To determine this, we employed the follow-
ing method.

Based on the initial idea by Fóris (2005), if a term appears in a general dictionary, 
it can be considered commonly used in standard language beyond the specialised 
community. Nowadays, the role of general dictionaries has been taken over by gen-
eral corpora. One such publicly available Hungarian corpus is the Hungarian Web 
2020 (huTenTen) corpus (Nemeskey 2020), which is accessible in NoSketch Engine 
(Sketch Engine 2024a).

We used the frequency of occurrence of term candidates to determine whether 
such a sequence is an expression of the standard language and understandable for 
the general public. We set the threshold at 10,000 occurrences. Therefore, if a term 
candidate appeared between 0 and 10,000 times in the corpus, we marked it as a spe-
cialised term candidate, and if it appeared more than 10,000 times, it was considered 
an expression of plain language.

The advantage of corpora and corpus query tools is that they allow searching for 
multi-word expressions in various ways. 

However, a disadvantage of using a web corpus as reference is that the principles 
of representativeness, balance and sampling (Sinclair 1991) are not upheld because 
it contains texts from various sources unchecked. The threshold of 10,000 occur-
rences was our own decision based on observation, but there are some cases where 
it did not prove to be adequate. For instance, adónem (‘types of tax’) occurred 11.022 
times; however, kisadózó with 2.413 occurrences is a specialised term, although, due 
to the law, it is known by quite a lot of people (but this does not necessarily mean 
that they also know the meaning of it).

Table 2 shows the term candidates and their proportion compared to the words 
of the text, as well as the special term candidates and their proportion compared to 
the term candidates. It shows the highest, lowest proportion, and the average and 
median. Median is more tolerant of outliers.

No. of term 
candidates

Proportion of 
term candi-
dates (%)

No. of spe-
cialised term 
candidates

Proportion 
of specialised 
term candi-
dates (%)

Max. 75.0 16.8 48.0 90.0

Min. 4.0 2.5 2.0 25.0

Average 24.4 6.4 14.2 57.1

Median 17.0 5.4 9.0 56.7

Table 2. Numbers and proportion of term candidates (compiled by the authors)
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3.2.2. Measurement of sentiment values and attitude values

The importance of sentiment analysis lies in its ability to capture, through automat-
ed means, when text aims to evoke emotions or convey ideology, and when it seeks 
to persuade. As Laki and Yang (2023) express, there are various approaches under 
development for sentiment analysis; initial efforts have focused on categorising doc-
uments and texts according to their overall polarity (negative, positive or neutral) 
(Pang, Lee and Vaithyanathan 2002). Another approach is the aspect-based method, 
which offers a more detailed analysis by identifying specific aspects of an object or 
entity that contribute to the overall sentiment (Pontiki et al. 2014). An alternative 
strategy is referred to as sentence-level sentiment analysis, where the focus is on 
examining individual sentences within a document to ascertain their level of opin-
ionisation (Feldman 2013).

The provision of sentiment and attitude measurements for statements contain-
ing references to kisadózó and/or KATA was done automatically using tools devel-
oped at the Hungarian Research Centre for Linguistics (Laki and Yang 2023). The 
values can be: 1 (positive), 0 (neutral), −1 (negative). These values are compared in 
the following manner:

	□ How are they distributed relative to each other in the speeches of politicians 
and other participants (experts)?

	□ What are the proportions concerning political affiliation?

Table 3 shows the sentence-label and aspect-label values of all speeches.

negative neutral positive

sentence-label 88 57 40

aspect-label 125 33 27

Table 3. Sentence-label and aspect-label values of all speeches (compiled by the authors)

4. Results

4.1. Results of usage of term candidates

The hypothesis related to usage of terms was as follows:
H1: There is a lower proportion of terms in the speeches of actors of the oppo-

sition and governing parties, particularly a lower proportion of specialised 
terms, than in the speeches of policy actors.
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Opposition parties Governing party Policy actors

Proportion 
of term can-
didates (%)

Proportion 
of special-
ised term 
candidates 
(%)

Proportion 
of term can-
didates (%)

Proportion 
of special-
ised term 
candidates 
(%)

Proportion 
of term can-
didates (%)

Proportion 
of special-
ised term 
candidates 
(%)

4.9 51.5 6.8 60.0 7.9 61.4

Table 4. Proportion of terms in the speeches of opposition parties, governing party and 
policy actors (compiled by the authors)

The results show (Table 4) that speeches of opposition members have the lowest 
proportion of term candidates, especially specialised term candidates, followed 
by speeches of government party members. The highest proportion of terms and 
specialised terms use is observed among policy actors. In Figure 1, it is also ap-
parent that the opposition not only uses fewer terms but also uses them with less 
diversity.

Figure 1. Ratio of term candidates among governing party, opposition parties and policy 
actors (compiled by the authors)
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We conducted a Kruskal–Wallis test in R (R Core Team 2022) to compare the pro-
portions of terms in text among the three groups. Based on the results, there is a 
significant difference among the groups (χ²(2, 46) = 8.542, p = 0.013). For pairwise 
comparisons between groups, we used Dunn’s (1964) Kruskal–Wallis multiple com-
parison p-values adjusted with the Benjamini–Hochberg method (FSA [Ogle et al. 
2023]). According to this, significant differences are observed between policy ac-
tors and the opposition parties, as well as between the opposition parties and the 
governing party. We conducted a Kruskal–Wallis test to compare the proportions 
of specialised term candidates among the three groups. Based on the results, there 
is no significant difference among the groups. Based on Spearman’s correlation, 
it is observed that the longer the text, the fewer terms it contains (rho = −0.465, 
p = 0.001). However, it is noteworthy that there is high variability in shorter texts 
and lower variability in longer texts. Based on these results H3 has been con- 
firmed.

4.2. Results of sentiment analysis

The hypotheses related to sentiment were as follows:
H2: The opposition will make negative statements while the governing party will 

express positivity.
H3: Policy actors will express themselves neutrally.
Table 5 presents the distribution of sentiment values for aspect sentiment and 

sentence sentiment separately for each group.

Sentence sentiment Aspect sentiment

negative neutral positive negative neutral positive

Opposition 
parties 54,29% 31,43% 14,29% 75,71% 17,14% 7,14%

Governing party 14,81% 40,74% 44,44% 55,56% 22,22% 22,22%

Policy actors 52,27% 27,27% 20,45% 64,77% 18,18% 17%

Table 5. Result of the sentiment values governing party, opposition parties and policy 
actors (compiled by the authors)

Figure 2 illustrates the proportion of sentence sentiment broken down by text 
for all three groups. It is shown that negative sentiment is very rare in the texts of 
government members, while in texts of the opposition, positive sentiment is below 
25% in most cases. In texts of policy actors, multiple sentiments are present, but 
positive sentiment appears in the most diverse range (regardless of the number of 
occurrences in the text), while neutral sentiment is the least diverse among policy 
actors. The distribution of different sentence sentiments across groups is significant-
ly different according to the chi-square test.
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Figure 2. Result of the sentence sentiment ratio per text among governing party, 
opposition parties and policy actors (compiled by the authors)

As seen in Figure 3, the appearance of aspect sentiment emotions is as follows: 
it is rare for all groups to be neutral, but it is more common among policy actors to 
have predominantly neutral text. Positive sentiment is the rarest, and in the case of 
the opposition, positive sentiment occurs only randomly.

Figure 3. Result of the aspect sentiment ratio per text among governing party, 
opposition parties and policy actors (compiled by the authors)

However, it should be noted that the results of the aspect sentiment analysis 
were obtained for kisadózó and KATA expressions. While this is less problematic 
for kisadózó, KATA can appear in various contexts such as ‘KATA modification’, 
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‘KATA cancellation’, ‘KATA acceptance’, etc. In this sense, associated opinions can-
not be consistent because someone who expresses negative sentiment about can-
cellation may express positive sentiment about acceptance. Consequently, we may 
choose not to use or apply a different method for the aspect sentiment values in the 
future.

The opposition party, at the same time, uses more negative utterances regarding 
the KATA. The (sentence) sentiment of the governing party is more positive (44,44%) 
and neutral (40,74%) compared with opposition party and policy actors, however, 
their opinion (aspect sentiment) shows negativity (55,56%). However, policy actors 
are not neutral.

Therefore H1 has been confirmed, but H2 has not.

4.3. Further results and observations

We were also curious about how emotions generally relate to term candidates and 
specialised term candidates. Thus, we examined whether there is any emotion pres-
ent in a given text, regardless of its polarity. We can conclude that absolutely emo-
tionless texts are rare.

For all texts, there is no significant difference observed between the ratio of term 
candidates and emotions, and there is no significant difference between specialised 
term candidates and emotions, either. In neutral texts, the proportions of specialised 
term candidates appear to be more balanced. However, when analysed by group, 
for term candidates, the rho value consistently remains below 0.2. In the case of 
specialised term candidates (as seen in Figure 4), a negative strong correlation is ob-
served within the governing party (rho = −0.712, p = 0.002), indicating that the more 
emotional the text, the rarer the presence of specialised term candidates. This cor-
relation is somewhat weaker and not significant in the case of the opposition (rho 
= −0.496). However, a moderately strong positive correlation is found among policy 
actors (rho = 0.586, p = 0.022). This suggests that in their case, the more emotional a 
text, the higher the ratio of specialised term candidates.

Figure 4. Ratio of specialised term and sentiment per text among the three groups 
(compiled by the authors)
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5. Conclusion and further lines of research

The theoretical findings suggest that parliamentary discourse can be included in the 
scenarios of specialised communication, but the context and the level of knowledge 
and intentions of the participants are crucial. For example, the public participates in 
the parliamentary discourse only as receivers, and utterances must be interpreted 
in the context of political interests, attitudes and actions.

In this context, using terms can be political tools. As a persuasive strategy, they 
can be tools of appealing to the authority and credibility of the speaker. Based on po-
litical discourse analysis, they can be both tool for constructing reality (as they show 
that the speaker has specific knowledge) and tool for legitimisation (using language 
for its own purposes). They can also be tools of power: the use of terms, in the ab-
sence of comprehensibility, can control who can be a participant, and an informed 
recipient and interpreter of a discourse. 

Policy actors use a high number of terms, and in particular specialised terms, 
and this suggests that they are primarily expressing expert utterances. The use of 
terms by government party members was only slightly behind that of policy actors. 
In their case, a deliberate, high proportion of terms can indicate professionalism. 
For them, however, it can be a means of legitimisation (appealing to credibility and 
competence), a strategy of influence (the public cannot check the credibility of the 
content due to lack of intelligibility, but can consider the speaker credible on the ba-
sis of authority) and a technique of power (if the discourse is not understandable to 
the public, understandable accessibility does not apply, and public policy discourse 
is controlled). The slight use of terms by opposition political actors may reflect either 
a focus on informing the public (comprehensibility) or the appearance of it, in order 
to build trust.

The speeches also express evaluations, political and ideological opinions and at-
titudes. As a persuasive strategy, these can appeal to the emotions of the audience. 
These can be tools of reality construction and legitimation, by which the speaker can 
present his or her own claims as positive, credible and legitimate, while others’ are 
negative and delegitimised.

These can also shape the framework of interpretation, which can help to make 
the topic more understandable. Referring to Gennaro and Ash (2022), although the 
proportion of emotions in political discourse depends on both genre and topic, the 
emergence of public coverage of congressional or parliamentary debates correlates 
with an increase in emotionality within debates; the emotionality of taxation and 
redistribution issues has increased in recent years; and emotional rhetoric is high-
lighted for those in minority positions (e.g. opposition).

The taxation topic we examined was a hot topic in Hungary during the period 
under study, and the results of the research also show that emotionless speeches 
were rare. The result that there is no significant difference between the proportion 
of terms and emotions, or between specialised terms and emotions, suggests that all 
speakers appeal to both authority and emotions. However, the result that the more 
emotional a speech of a governing party or opposition party actor is, the less fre-
quent the presence of specialised terms in it, while the more balanced proportion of 
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specialised terms in neutral polarity texts shows that speakers with less emotionali-
ty tended to use specialised communication, while speakers with more emotionality 
tended to use political communication.

Both the sentence and the aspect sentiment of the opposition parties is more neg-
ative, which may indicate a polarisation strategy, a negative framing of the propos-
als of the other side. The texts of governing party actors are rarely negative, so they 
can build on the positive framing. For policy actors, several types of emotion appear, 
but positive is the most varied (regardless of the number of utterances in the text), 
while neutral is the least varied. However, for policy actors, the more emotive a text 
is, the higher the proportion of specialised terms, which is a surprising result.

This may point to methodological limitations of the research, but it may also sug-
gest that policy actors, however much they want to engage in professional commu-
nication, are still engaged in a political discourse, the contextual factors of which 
may influence their utterances. The possible interpretations of aspect values are 
also limited (see Section 4.2): although these showed negative values for all actors, it 
is hard to interpret without context, so there is a need to improve the methodology.

The empirical results are well positioned in the discourse on the relationship be-
tween public policy and expert knowledge (technocracy and democracy). One way 
to ensure comprehensibility and public engagement could be to reduce the number 
of specialised terms, but comprehensibility is not just about avoiding terms because 
terms convey accurate specific knowledge. Appealing to emotions, attitudes and be-
liefs can be a useful tool for comprehensibility, because they can shape the interpre-
tative framework. However, this framing should not be a tool for manipulation in 
order to ensure truthful and credible informing and engagement. The topic under 
discussion needs to be framed in a way that makes it clear to the public how it is 
relevant to their lives, so that they are motivated to engage with the discourse (cf. 
Falyuna 2022).

Our results can also provide insights for studies on populist communication. As 
argued by Gennaro and Ash (2022), the increasing trend of emotional rhetoric is ac-
companied by an increase in polarisation, so there may be a shift towards a rhetoric 
that appeals to voters rather than politicians and elites.

The results of the research also contribute to the computer-assisted methodolog-
ical aspects of the analysis of both specialised and political discourses. In our opin-
ion, terms and emotionality are elements of discourses that can be well analysed 
quantitatively and with computer tools.

The linguistic and social context of the discourse is important for interpreting the 
results and clarifying the aspects of the analysis, so that further development of the 
methodology is needed. At the same time, the research methodology highlights the 
existence of the ParlaMint corpus, which provides a rich, open-access resource for 
researchers in the humanities and social sciences.

The results and methods of the research suggest further lines of research. An 
exciting approach could be to explore extended topics (e.g. taxation) or to select a 
sub-corpus to be examined with automatic topic detection. The automated term ex-
traction mentioned earlier is also one of the developments in the research that we 
would like to use.
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An interesting research question might be how the type of parliamentary ut-
terances (speeches or comments, i.e., pre-written texts or spontaneous comments) 
influences the presence of emotions and terms. Further, the reality-constructing na-
ture of political discourse raises the question of whether terms are used with their 
specialised meanings or whether the context – even during the transition to stand-
ard language – shapes their meanings, thus potentially losing their terminological 
character. Exploring this raises new perspectives on certain questions.
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1. Introduction1

Interpreting the effects of disinformation or misinformation has been a key issue 
in recent years with the ever-increasing spread of dis-/misinformation. The reasons 
and circumstances for the phenomena of disinformation and misinformation are 
complex. First, there have been many changes, for example, in the nature of pub-
licity and the construction of reality, the range and behaviour of communication 
actors, the way information flows, who holds information power, the structure of 
trust, the credibility of information sources, the development of digital technolo-
gies, the expansion of global communication possibilities, and in the world seem-
ingly entering a ‘post-truth era’. Concerns have been raised as disinformation and 
misinformation can significantly affect a range of issues, including public opinion, 
social conflicts, trust in institutions, crisis management, capital accumulation, cor-
porate reputations, and information warfare (Feher and Veres 2023; Lazer et al. 
2018; Tandoc 2019). If one considers some significant world events of recent years, 
for example the COVID-19 pandemic (see e.g. Islam et al. 2020), these have seeming-
ly favoured the spread of fake news, science disinformation, conspiracy theories, 
and a wide range of misleading information that it could be crucial to tackle. While 
proposals for solutions to tackle these issues are multifaceted, it is essential that 
experts on the subject who represent different disciplines should work in cooper-
ation and communicate with each other to find working solutions. There is also 
a vital need for strategies for more effective communication between science and 
society. Indeed, in today’s information society, effective science communication is 
increasingly relevant for dealing with disinformation and misinformation. It can 
also improve the relationship between science and policymakers, industry and the 
market, civil society, and different academic disciplines. Besides this, effective sci-
ence communication can strengthen the role and support for science in society and 
reduce the social alienation of science (for these points cf. e.g. NASEM 2017). Finally, 
it could support further tech-based or AI-driven solutions as they emerge in the 
future (Feher et al. 2024).

The public’s understanding of science and conversely, how science comprehends 
society are equally important today, as is the understanding the phenomenon of 
disinformation in the modern era, which could help facilitate the cognitive ‘inocu-
lation’ of people and public participation in science communication and the social 
engagement of scientific actors (Falyuna 2022). However, the study of such things 
and the practices that support them also requires a complex approach. 

1 Nóra Falyuna and Katalin Feher give thanks for support from the János Bolyai Research Schol-
arship of the Hungarian Academy of Sciences for the paper (grant numbers: BO/00729/23/9 and 
BO/00045/19/9). Katalin Feher is grateful for support from the European Union’s Horizon Europe 
Research and Innovation Programme – NGI Enrichers, Next Generation Internet Transatlantic Fel-
lowship Programme, who provided funding for the research project and publication (grant number: 
101070125). Gábor Szüdi is thankful for support from the European Union’s Horizon Europe Re-
search and Innovation Programme – VERITY (deVEloping scientific Research with ethIcs and inTeg-
ritY) for also supporting the paper (grant number: 101058623). Finally, Joseph E. Uscinski thanks the 
National Science Foundation (US) SaTC programme (award number: 2123635) and National Institute 
of Health (grant number: R01MD018343) for their support for the paper.
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On 13 October 2023, the Science and Society Research Group of the Ludovika 
University of Public Service organised and held a conference in Budapest titled: ‘Sci-
ence and Disinformation: How can Science support Society against Disinformation?’ 
(Harangozó 2023). This event focused on the complex relationship between science, 
society, and disinformation. The key focus was on the impact caused by the spread 
of disinformation, fake news, conspiracy theories, and pseudo-scientific or anti-sci-
entific beliefs on public opinion, social publicity, and social trust in institutions. Dis-
information as a weapon was discussed in its relationship to information and cyber 
security, as well as in the context of applications of technology, with a particular 
focus on artificial intelligence (AI), considering the debates on these issues in social, 
political, scientific, and media discourse.

Additionally, the conference panellists highlighted various potential practical 
solutions, particularly in regard to science communication, and the role of science 
in policymaking, media/platform regulation, content management of social media, 
and the development of information, and digital and media literacy. 

In the comprehensive, interdisciplinary panel discussion at the conference, five 
experts explored the challenges and opportunities for science communication based 
on the latest research. Below, we present the panel discussion, which focused on the 
following key topics:

•	 the issue of social trust and distrust in science;
•	 the logic of conspiracy theories, especially science-related conspiracy theories;
•	 the factors and circumstances that influence society’s perception of science;
•	 the impact of digital culture on science communication and the processes of 

scientific knowledge production;
•	 the impact of artificial intelligence technology on science, disinformation, 

trust, and credibility;
•	 the issue of the relationship between science and business.
That session was attended by the present paper’s authors, namely Nóra Falyuna, 

whose main research area is science communication, pseudoscience and anti-sci-
ence, and disinformation in digital communication; Katalin Feher, whose main re-
search area is AI media, generative AI, and sociotechnical systems and their ethics; 
Márton Demeter, whose main research area is science metrics, publication networks 
and strategies, academic knowledge production, and communication and media 
studies; Gábor Szüdi, whose main research area is the knowledge economy, social 
innovation, research and innovation policies, and science communication; and Jo-
seph E. Uscinski, whose main research area is political science, public opinion, and 
mass media, with a special focus on conspiracy theories.

2. Science communication in a (dis)information society

2.1. Social trust and distrust in science

Nóra Falyuna: Let us begin by discussing the topic of conspiracy theories. At the 
conference, one of the key focuses was the impact of conspiracy theories, which 
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have become increasingly intertwined with disinformation and misinformation. As 
misinformation becomes increasingly problematic, it is essential to consider how 
science should communicate and how trust, or distrust, in science can manifest. 
The potential consequences of science-related conspiracy theories are significant 
because they can erode trust in science and its fundamental tenets. As such, it is im-
perative that this issue be addressed with care and attention to ensure that society 
remains informed and engaged with science. Professor Uscinski, what do you think 
the link between conspiracy theories and trust in science is?

Joseph E. Uscinski: People pick and choose their conspiracy theories, so very rarely 
do people who distrust science distrust all of science. Here is a good example: People 
who say they do not trust Big Pharma or the medical establishment might not get 
vaccinated, but if they were to break their femur, they would go straight to a hospi-
tal, they would get a cast, and they would not say, ‘I do not trust big plaster, so I am 
not going to get a cast, and I will just let it heal naturally’. But when it comes to some-
thing like vaccines, they will say, ‘Oh, I do not want to get the vaccine. It is unnatural, 
and I do not trust them. They just want to make money from me, and I only like 
natural things’. So people always pick and choose which science they like and which 
science they do not like. There is rarely if ever a distrust of all of science. In some 
sense then trust matters, but it is important to know where and when people choose 
to direct their trust and distrust. Often there are organised groups, political leaders, 
or people in the media who attract audiences that have distrustful views and then 
focus those audiences on something specific. Same thing with people who say, ‘Oh, I 
do not like genetically modified food’, but then eat all sorts of things that are equally 
modified and probably not great for their health. They apply their distrust wherever 
they see fit at any given moment. 

Nóra Falyuna: Today’s information societies face a paradox regarding the relation-
ship between science, society, and disinformation. Although expertise is highly val-
ued and in demand across all sectors, the credibility of scientific claims and trust in 
experts is being challenged (or they have a limited impact on public opinion, see e.g. 
Klofstad and Uscinski 2023), particularly in the online public sphere. This begs the 
question: Can we identify the factors and circumstances that shape trust in science 
and society’s perception of science? Also, is there a widespread distrust of science? 
Moreover, what new questions could arise for science communication due to these 
factors and circumstances?

Márton Demeter: It was during Dr Szüdi’s presentation on the TRESCA project that 
we realised that we need to change our idea of science as the sole basis for deci-
sion-making. It is much better to recognise that science should inform the public, 
and it also has the potential to inform policymakers. However, this is no longer 
the only possible perspective. As scientists, we must acknowledge and understand 
this. I believe the first step is to recognise that we need to change our perception 
of science and scientists. Only then can we consider if and how we can influence 
society itself.
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Katalin Feher: Trust is an issue in this context. How can we translate a complex sub-
ject for society? This task is absolutely essential and a notable challenge in the scientif-
ic domain. Reflecting on the early months of the COVID-19 pandemic, there was a clear 
demand for accurate information from scientists and politicians, highlighting the im-
portance of their collaboration despite them not always finding common and trusted 
ground. Often, disagreements and conflicts of interest came up. In this context, social 
media influencers and people claiming to be experts tried to make their own space, 
which added to the confusion. Scientists, in response, were compelled to defend their 
prestige through effective communication, while navigating the political landscape 
and the surge of various experts appearing on social media, ranging from genuine 
experts to mere amateurs on COVID-19. This scenario highlighted the urgent need for 
a deeper understanding of what had transpired and the adoption of risk-management 
strategies, a concept derived from business studies, but equally vital in anticipating 
societal and environmental risks. With well-crafted plans and guidance, scientists can 
be better equipped to face new risks and potential disasters, maintaining their crucial 
role in informing and protecting society and building societal trust.

Gábor Szüdi: OK, let me go back to the first recommendation of the TRESCA study. 
There was a very optimistic part in it saying that the reputation of scientists would 
increase. That was what we thought at the beginning of the COVID-19 pandem-
ic. I am not so convinced about that any longer. We were trying to stress this evi-
dence-informing aspect, which I think is very important. The question is: How can 
you communicate evidence not just to policymakers, but also to the general public? 
For instance, it is really challenging to communicate uncertainty in science because 
– as you have said – people want clear-cut answers, which we do not have. And let’s 
not talk about social sciences because these usually do not deal with life and death 
issues, but COVID-19 was really about life and death. And there are different opin-
ions on how to communicate uncertainty. Some say that we should not communi-
cate it at all, and others say that we should, but in a way that is not oversimplified. It 
should rather show people proof that you cannot be absolutely certain of things but 
could still showcase scientific consensus. I think this honesty could lead to a better 
appreciation of science in the long term. 

Joseph E. Uscinski: So, I am not shocked that almost 20% of Americans have not 
received even one COVID shot, but I am amazed that 81% or 82% did, because I find 
that trying to get anyone to do anything is like herding cats. Many people do not want 
to do what they are told to do. In a classroom, if I give an assignment to my students, 
half of them will do it, some will turn it in on time, some will turn it in some other 
time, and some will do it completely wrong. And that is in a situation in which I have 
methods to make them do things, because there will be negative consequences if they 
don’t, like getting a poor grade. So the fact that 80% of people in my country (US) actu-
ally went and got the shot was shocking, because I just did not think that would have 
been achieved, especially with what had been going on up until that point. I think 
we should reframe the questions. Instead of: ‘Why aren’t people doing what they are 
supposed to do?’, we could ask: Why did so many people do what they were supposed 
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to do? Which I think is a really neat thing. Furthermore, I would add that we (on this 
panel) are not ‘normal’ people. We are in the top 1% of the world’s most educated. We 
are not ‘the average Joe on the street.’ If we want to know about climate science, we 
can talk to climate scientists. If we want to think about data, we can examine the data 
ourselves. Probably, we know people who work in vaccines, climate science, and in 
every branch of science. We know these scientists, and we understand them. Further-
more, many of us in this room even know politicians, and we occasionally interact 
with them, and we say, ‘Oh yeah, they are normal people just like us’. But ‘Joe on the 
street’ does not have access to us or other scientists or the politicians we have access 
to. To regular folks, they see these distant, faceless, nameless institutions, people they 
do not know and will never meet or interact with and they say, ‘Who are those people 
and why should I trust them?’ So, the question is not really, why do people distrust 
these things? Sometimes, I wonder why they would trust Congress at all. Why would 
they trust the NHS or the CDC at all? Because they do not know them, and they do not 
interact with them. I think maybe one thing going forward is we ought to start think-
ing about how we can make people feel empowered and then give them more access 
to scientists. They would hopefully then say, ‘Oh, yeah, they are normal people, not 
part of some plot to stick a tracking device in my neck’. 

Nóra Falyuna: Dr Szüdi, you are contributing to the VERITY Horizon Europe Pro-
ject, the aim of which is to strengthen public trust in scientific research, to encour-
age informed decision-making based on scientific evidence, and to promote a better 
relationship between science and society. Could you share some details about the 
VERITY project and its achievements so far in achieving these goals?

Gábor Szüdi: VERITY is an acronym derived from the long project title of ‘develop-
ing scientific research with ethics and integrity’. It is about trust in science. It builds 
on the results of the TRESCA project, but I think the main difference here is that we 
also want to check the influence of other, non-traditional stakeholders in science. 
For instance, people such as influencers, social media platforms, and their interac-
tion with other stakeholders. And I think that is something that has not been really 
been taken into account until now. We started only last September, but we already 
have some results on the state-of-the-art sources of mistrust in science. We research 
not only how people perceive issues such as COVID-19, but we are also focusing on 
increasing numbers of other topical issues, such as global warming or moving for-
ward to carbon neutrality. We check how stakeholders work together around these 
scientific issues to address mistrust. We call this ‘the ecosystem of trust’, which I 
think is a nice term. For example, we organised a workshop with journalists in Aus-
tria, and they all told us that they feel neglected, and feel that they are not as essen-
tial as they used to be because people are increasingly getting their scientific facts 
from social media or influencers. This can be problematic because, of course, there 
is no gatekeeping function in social media, which they had provided. The question is 
how we can we solve this? We could implement a hard-line solution and, of course, 
ban content or introduce some restrictions on social media. Or we could start to un-
derstand how to involve these social media influencers in solving this problem. We 
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could start some normal conversations on these scientific issues. The whole process 
should lead to a so-called protocol that contains recommendations for the whole 
ecosystem, not just for academic people. The recommendations will go to the Com-
mission, so hopefully, they can find some substantiated information for their own 
people, too. 

Nóra Falyuna: And what are the main differences between VERITY and the other 
Horizon 2020 project TRESCA? 

Gábor Szüdi: The objectives are similar, but as I have said, approached from a more 
systematic view in the case of VERITY project. We want to understand the reasons 
for mistrust in science and to identify the right methods to deal with them. In terms 
of methodology, the projects are similar in that we use various participatory ap-
proaches, such as workshops or focus groups. At the end of the projects, we would 
like to write various articles and produce policy recommendations. The main dif-
ference in VERITY is this ecosystem view. For instance, in TRESCA, when you check 
the work packages, one is about policymakers. Now we are trying to bring all the 
stakeholders together in each task, which is a challenge, but I think it is the way 
forward because these people should cooperate with each other. If we really want 
people to believe more in scientists and policymakers, then that is even more diffi-
cult than, for instance, increasing trust in journalists. So, I would again just say that 
we all need to work together, which differentiates this from previous projects. The 
partnership is also different. Previously, for instance, we had a partner on board 
producing videos, so that was a bit more visual. 

2.2. Advantages and disadvantages of digital technology in the production 
of scientific knowledge

Nóra Falyuna: Digital culture has had a significant impact on the production of 
scientific knowledge, with open science and public access to preprint publications 
being notable examples. These developments have facilitated real-time, global com-
munication and collaboration in the scientific community, making it easier to share 
knowledge with the public (Fraser et al. 2021). However, the availability of preprint 
publications during the COVID–19 pandemic has been linked to the spread of misin-
formation (Koerber 2021). This raises the question of how the scientific publishing 
process can be compatible with situations where science has to react and commu-
nicate quickly.

Márton Demeter: Science should not provide answers hastily; originally, being fast 
was not part of the scientific self-definition. It is a connection with business, markets, 
and the neoliberal logic of academia, of which I am keenly aware because I work in 
the science publishing industry. Thus, I frequently discuss ways of expediting the 
publication process. While there are methods for publishing more quickly, being fast 
was not originally part of a scientist’s self-identity. This inclination towards speed 
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reflects a capitalist ideology that everything should be treated as a product. It’s in-
triguing that we now talk about science production or the production of science, 
treating papers as productions that somehow measure the productivity of individ-
ual researchers and institutions, universities, and countries. Perhaps we should not 
prioritise publishing hastily. Moreover, I would like to emphasise that we are not 
‘normal’ in the sense that, as scientists, we want to provide the truth. I am not sure 
if our perspective applies to all of society, as people may seek fun, and many other 
things not directly related to what we provide. So, we can offer solutions promptly, 
but in many cases it may not be what the audience truly needs. To illustrate, during a 
recent talk show on Hungarian television discussing vaccination, five professionals, 
all in life sciences, biologists, etc., provided different perspectives. In the end, when 
asked which vaccination they recommended, each suggested a different type, Astra-
Zeneca, Pfizer, etc. Even these five scientists could not agree on the best option. For 
scientists, such disagreements are common in conferences, but it can be confusing 
for the general public, who are seeking solutions and peace of mind. The production 
of science is uncertain, and it is unclear whether it can provide solutions for the 
general public, who may not even need the information in many cases.

Joseph E. Uscinski: When you think about these two institutions, science and gov-
ernment, these are two institutions that are predicated on distrust. Peer review was 
built on the idea that you have to convince other experts of your ideas, you do not 
get to publish them just because you want to. Democratic societies are built on the 
idea that we should have a healthy scepticism of our leaders. So it is very difficult to 
then turn around and say, ‘Well, you should trust government all the time’, because 
you really should not trust government all the time; and you cannot say you should 
trust science all the time, because even we do not trust science all the time. Good 
scientists have a very sceptical view of everything they read, particularly if they are 
peer reviewing. And I really like the example that you just gave. I think it may be 
even worse than that, because during the COVID-19 pandemic random doctors were 
coming out of the woodwork in the US saying things like, ‘Oh no, this is all made-up, 
and you can cure your COVID if you just walk barefoot on a sandy beach’. In that 
sense, people can follow political leaders and experts and still be wrong if they pick 
the wrong experts and leaders. 

Gábor Szüdi: On the VERITY project, I had an interview with a person working in 
a field related to trust in science, and he told me that this whole trust in science is 
something that we should abandon because you should not trust science at all. You 
should always be sceptical about science. I understand this point of view. I would 
not abandon trust in science, but there should be healthy scepticism about all these 
things. What is interesting, and we must also be aware of it, is that even people who 
say they do not trust science do trust some people or some organisations. So, science is 
a very abstract concept. However, if I ask you, do you trust Joe is telling you the truth, 
they would say, ‘Of course, but I do not trust this whole COVID-19 business at all’. So, if 
you go down to a smaller, more personal level then I think the situation is not so bad, 
that people do not trust science. But then again, coming back to what we were discuss-
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ing, I think that you shouldn’t lie about the uncertainties. For example, if you are not 
sure which vaccinations are best, then you should tell them, ‘Yeah, we have these and 
these facts and we are working on it’, because otherwise it can just cause confusion 
and even mistrust. We are also seeing this with other topics, such as climate science. 

Katalin Feher: Considering science as an abstract concept allows people to seek 
facts and information, yet perceptions of what constitutes science vary widely. For 
some, science is epitomised by prestigious accolades, such as the Nobel Prize, repu-
table journals, and recognisable scientific brands. These elements symbolise science 
in specific contexts. However, the significance of science in policymaking diverges, 
perhaps only intersecting in aspects like the influence of notable brands, which can 
serve as a common ground. Nonetheless, the scientific research process – charac-
terised by extensive, often decades-long studies and the necessity of revising and 
expanding knowledge continually – may seem too gradual and intricate for the fast-
paced demands of policymaking. This difference in pace is particularly evident in 
the slow peer-review process, where the acceptance or rejection of research find-
ings can take several months. Failures and rejections, while common in the scientific 
process, are typically invisible to the public, who may only see the success stories 
and prominent figures in the field.

Gábor Szüdi: That is why I consider open science to be very important. There is the 
Open Research Europe platform where you can publish more quickly. It is also the 
Commission’s intention that researchers will publish something within the project 
framework within 2–3 years, but the peer review bit comes afterwards. We sub-
mitted the TRESCA results on that platform, and received many questions from the 
editors, for instance, about the methodology. Afterwards, we were published, but 
the peer-review process has still not concluded after one and a half years, but the 
preliminary project results are available to the public. I think that is also something 
that we must decide. Do we want the results to be published more quickly, or do we 
want to publish only what has already been peer-reviewed? Otherwise, we are go-
ing to be in the situation once again where even the best intentions of open science 
could lead to controversial results, due to which people may not trust science. Sci-
entists have said, not just from social sciences, but also from medical sciences, that 
they cannot publish negative results. I am not against open science, but I see here 
the drawbacks, quite frankly in terms of the trust in science for the general public. 
If we publish very controversial scientific results very quickly, without putting them 
into context, then that could foster mistrust in science.

2.3. Impacts of artificial intelligence technologies on science, trust, and 
disinformation

Nóra Falyuna: AI technology is a subject that typically requires both scientific and 
technological expertise. As a leading researcher in the field of the socio-cultural im-
pact of AI technology, Professor Feher, I have a question for you. During a recent 
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roundtable discussion, it was brought to our attention that new technologies chal-
lenge science (Feher et al. 2023). Specifically, how will AI technology affect society’s 
perception of science and trust in information sources, and what does credibility 
mean in this context? Additionally, I would like to hear from others on the potential 
impact of AI technology developments on the content or logic of conspiracy theo-
ries expressing distrust, on disinformation or misinformation spreading, on the way 
science works, on its publication, and on research processes and norms. Moreover, 
how the market, policymakers, and science can communicate effectively with each 
other about the impact of AI technology.

Katalin Feher: The first point addresses the use of AI tools in scientific research. 
While there is a clear need to integrate more AI technologies for enhanced scien-
tific inquiry, a significant barrier currently exists due to the commercial focus of 
these tools. Many AI applications ideally suited for scientific advancement are pre-
dominantly accessible to the industrial sector, and when available to the academ-
ic sphere, they are often gated behind expensive paywalls. This financial barrier 
discourages many universities from investing in advanced AI services, which thus 
challenges scientific progress. The second point delves into the potential of gener-
ative AI, particularly in enhancing the dissemination and visualisation of scientific 
work. Generative AI offers a promising avenue for scientists to communicate their 
findings more swiftly, clearly, and engagingly (Watermeyer et al. 2024). However, 
as highlighted in a recent comprehensive analysis published in Nature (Med 2023), 
there are both advantages and drawbacks to employing generative AI in scientific 
communication. Beyond the concerns of plagiarism and the automated generation 
of derivative content – which risks diluting originality in scientific discourse – gen-
erative AI presents an opportunity, especially for researchers who are not native 
English speakers, to efficiently translate and adapt their findings for broader dissem-
ination. Yet, this innovation faces resistance from major publishing houses, which 
may view the democratisation of content creation and distribution as a threat to 
their traditional business models. This tension points to an upcoming challenge for 
the scientific community as it deals with the changes that may be brought by gener-
ative AI. Also, the financial aspect of these AI models is being questioned. A Business 
Journal article mentioned that the costs of developing and maintaining generative 
AI systems are higher than the money they make. This implies that there might be 
changes and adjustments in how we share and use knowledge and information in 
the future, as we figure out how to handle these new technologies. 

Márton Demeter: When discussing whether AI poses a challenge for science, I find 
it confusing because it can indeed pose a challenge for individual scientists, but it 
is unclear in what way. AI can efficiently collect data, perform logical analysis, and 
interpret results based on that data. Logically, these activities are integral to science 
itself, and they are not something foreign or distinct from science; they are parts of 
its beauty. For instance, I may analyse 100 papers in a month, but AI can analyse a 
million in a second. So, the problem lies in the potential harm or challenges that AI 
poses to individual scientists. We need to ponder on and discuss humanity’s role in 
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science because if artificial intelligence can perform all tasks more efficiently and 
cost-effectively than we can, then we must redefine our role in the entire system. 
For instance, in one presentation, the author discussed scenarios where Chat GPT 
writes a theoretical framework for a paper. However, one of the crucial features of 
science is that the results do not depend on the author. This underlies the logic of 
peer review, which is why it should be anonymised. The identity of the author is not 
interesting in a scientific context. What matters is whether the paper is methodologi-
cally sound, if the interpretation aligns with the evidence, etc. The author’s personal 
details, such as income or ego, do not pertain to scientific questions; they belong to a 
different realm, such as business and promotion, which are part of a distinct social 
reality.

2.4. Trust and credibility issues around the relationship between science 
and business 

Nóra Falyuna: Technological developments are increasingly shaping everyday life, 
and scientific research supports this. This impact extends to the relationship be-
tween science and business, or industry, and how science works. For example, with 
the industrial–technological support of science, one of Merton’s classic norms, that 
science is disinterested (Merton 1973 [1942]), is not unconditionally applied. We 
must consider how the connections between science and industry or business actu-
ally affect the working of science and the process of knowledge production, as well 
as the trust in science. Furthermore, do these links manifest themselves in science 
conspiracy theories or in anti-science beliefs (e.g. anti-vaccine and anti-5G beliefs)?

Joseph E. Uscinski: I have been asking ChatGPT to develop conspiracy theories, and 
it is pretty good at it because it makes ones that are far more creative than those most 
of the conspiracy theorists tend to come up with. Let me flip the question though. I 
think if you look back in time, you will find that there has been fear about every new 
technology and method of communication. If you go back 100 years, people were 
saying, ‘Oh my God, people are reading too many novels’, and then it was ‘people 
are reading too many newspapers’, ‘people are listening to the radio too much and 
it is going to bring about the end of society because their radios are full of bad infor-
mation’. And then it was ‘oh, TV is destroying our youth’. And you could keep going, 
and now it is ‘oh, it’s the Internet, and social media is destroying everything’. I read a 
headline just the other day saying ChatGPT girlfriends are now destroying an entire 
generation of men. Like, really, where are all these men that have been destroyed by 
AI girlfriends? At the same time, there are people on X saying that everyone has to 
stop doing AI research now, and if anyone is doing it, we should immediately scram-
ble jets to go blow up the computers with missiles. I mean, some of the fear-monger-
ing about this has been insane, and it is just a continuation of every other thing that 
people were afraid of it and said, ‘Oh, it is the new thing, and this is what is going to 
end it all’. I guess what you said about our new role in science is a little bit unsettling, 
which I think we will all have to come to grips with. Once we are able to tell AI, ‘Hey, 
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here is this massive data set, go write some papers’. And then you have them, then 
what am I supposed to do for work?

Márton Demeter: I think what scientists need is a better understanding of how the 
media operates. Currently, I reflect on a century-long journey with all the knowledge 
presented through the media. However, scientists, including social scientists, are not 
aware of this. They are not learning how to communicate within the logic of mass 
media because it is fundamentally different from scientific logic. When we as scien-
tists attempt to navigate social media or any other form of media, we often do not 
grasp its logic, leading us to fall behind superstars or influencers who understand 
media logic better. My question is whether we should change our logic or, once we 
enter the media realm, adapt to its logic. This seems somewhat generational; for 
younger generations, it is evident that to communicate effectively in the media or 
with policymakers, each has its own unique logic. I believe that is something the 
scientific community should address alongside redefining the role of scientists. Of 
course, funding agencies can contribute; many grant applications now require you 
to consider how you will present your results to the general public, or write reports 
for policymakers. With funding, anything is possible. Either the scientific commu-
nity initiates discussions on the role of scientists in modern societies or, following 
a more capitalist approach, funding agencies will make it mandatory. Researchers 
might need to align their research with mass media logic, engaging in activities like 
writing blogs, participating in social media, appearing on television, and commu-
nicating with the general public. They would also need to understand the logic of 
politics and communicate their findings to policymakers. If funding becomes con-
tingent on these activities, researchers may find it more effective than relying solely 
on philosophical discussions.

Gábor Szüdi: One journalist on the VERITY project said that we are in a transitional 
period of media. I also think it is the end of the traditional media as we have known 
it for a hundred years. You can try to fight against it, but it does not make sense. The 
question arising from all these new projects about trust in science is how to regulate 
social media. I am an economist dealing with political sciences, so I am more for 
nudging people. However, actually, in some cases, you have to regulate. Otherwise, 
I think that nudging is a better way to make people communicate with each other. 
The projects funded by the Commission have clear guidelines on open science and 
the obligation to do it, which will have spill-over effects in that other people will 
also practice open science. We need to initiate changes by bringing people togeth-
er to talk with each other, and find out what their problem is and what we can 
do to find ways to change communication because social media will not go away. 
We were talking about artificial intelligence. That is something which is changing 
rapidly and developing into something new. When we started the VERITY project, 
there was much less attention paid to it, and now we see that everybody wants to 
be engaged in it. So, these things will not go away, and I think it would be better that 
something comes from the bottom up than top down to make social media more 
human-centred.
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3. Conclusions of the speakers

Nóra Falyuna: To close the discussion, let us summarise with a message: What 
are the biggest challenges and opportunities for an effective cooperation model in 
today’s complex, multi-stakeholder information networks and information socie-
ties?

Joseph E. Uscinski: Looking back at my youth, I started out really liking science. 
Then I got into politics, and then I started denying lots of science, and now, I would 
not say I like politics, even though I am stuck in political science. However, now I 
like science again, as I pay less attention to politicians. There is an interesting lesson 
in that. Most people do not listen to scientists because they do not have direct access 
to them. They listen to politicians, and when politicians talk about science, often-
times they get it wrong. But they have a megaphone that is 100 times bigger than the 
megaphones scientists have. Which is why there is climate denial. It is not that the 
people who deny climate change were dropped on their heads as kids, or that there 
is something wrong with them. It is just that they are listening to the person with the 
megaphone, and what that person says makes sense to them because they have been 
hearing it for 30 years. It is just common sense for them. I would hate to go down 
the road of scientists becoming a bunch of YouTube influencers, where we have the 
responsibility to do the study, doing our best to find truth, and then have to build a 
YouTube audience. But maybe that is where we have to go because we have to de-
velop an audience for ourselves that is not just ourselves and each other. If we want 
people to trust us and like us and believe us, not following every scientific finding 
that comes out but at least the things where there is some consensus, then we have 
to do a better job of being opinion leaders, and as much as that frightens me, leaving 
it to politicians is not necessarily a great alternative either.

Katalin Feher: We would need at least one semester, if not a whole master’s pro-
gramme, to teach this subject properly, highlighting the importance of education. 
This is not limited to university-level learning but extends to younger generations, 
including those who started their schooling during the pandemic, who are often 
called ‘COVID kids’. Young children and older students who had to navigate their first 
jobs remotely, an unprecedented beginning that will have influenced their grasp of 
scientific communication and technology. The second aspect of my response focus-
es on AI technology, a central theme in my research. The question is how can we 
leverage technology across the board – not only for future generations but also for 
our contemporaries and seniors. A simple example comes from a friend in the data 
science industry who appreciates the persuasive power of technology, who shared 
how a straightforward online interaction convinced him of the effectiveness of AI. 
This story illustrates the broader conversation about how we, as scientists or indus-
try professionals, can engage with technology and its applications. The real question 
is about the value of using technology effectively and meaningfully. If we manage 
to do so, it could enhance scientific communication and potentially ensure scientific 
institutions’ survival and relevance in an evolving landscape. 
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Gábor Szüdi: I think what is coming out of the VERITY project is that scientists, 
journalists, industry representatives, and policymakers need to work together to ad-
dress mistrust in science. That is very difficult because we will all have to leave our 
safe space, otherwise things will not change. So, we will surely need to get used to 
some resistance to change. However, I think the industry people and policymakers 
should be more open to each other and towards average people and try to cooperate 
more because technology is really important, but I think humans are even more 
important in this equation. Being more open and cooperative goes a long way, but I 
hope this will happen more often in the future. 

Márton Demeter: I think the most important thing is to understand human nature 
better. It might sound philosophical, but it is essential because we need to stay con-
nected with people. Ignoring this can lead to bad news if we lose touch with what 
they want, need, and like. This holds true not only for scientists but also for politi-
cians. Another perspective is that humanity is not synonymous with science. Science 
is artificial, so our mission is to find out if there is something that remains human 
in science in the future or if we need to change professions and pursue something 
more aligned with the nature of the majority of the population. As scientists, we 
have to be realistic.

4. Afterword

Due to the sophistication of the phenomena of deception and manipulation, their 
potential effects, and the development of technology, the literature describing and 
investigating the complex phenomena of information disorder and information 
manipulation is extensive. The panel discussion at the ‘Science and disinformation: 
how science can support society against disinformation’ conference, which focused 
on the complex relationship between science, society, and disinformation, high-
lighted the importance of cooperation between science and society and between 
different disciplines, as well as the crucial importance of effective and credible 
communication. The discussion identified interdisciplinary theoretical and practi-
cal considerations that could promote the development of science communication 
research in the current academic, social, and technological discourse. These include, 
for example, cooperation between decision-makers and scientists (see e.g. Kang and 
Liang 2023), or between scientists and journalists (Pereira and de Oliveira 2024) for 
knowledge sharing to aid dealing with the impact of mis- or disinformation; under-
standing the role and the nature of the human psyche, information reception in the 
response to mis- or disinformation, and the effectiveness of science communication 
(Huang and Wang 2024); trust as a key concept for information security (see e.g. 
Bak and Kelemen-Erdős 2023); and information literacy (Rab and Török 2020), and 
thus for information credibility and science communication (Yang and Yang 2024; 
Lammers et al. 2024). Another important topic in the current academic, social, and 
technological discourse, which was reflected in the panel discussion on science com-
munication and disinformation, is the socio-cultural impact of artificial intelligence 
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(see e.g. Héder 2021); its role in shaping mis- or disinformation, conspiracy theories, 
or distrust in science (Većkalov et al. 2023); and its possible relation with science 
communication (Henke 2024; Schäfer 2023). The currency of this topic is shown by 
the fact that the Journal of Science Communication dedicated a special issue to this 
topic, based on the Annual Conference of the “Science Communication” Division of 
the German Communication Association (DGPuK) at the University of Zurich on 6–7 
June 2024. 
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1. Preface: Machines and emergence

The concept of artificial intelligence, referring to a unique feature of computers, is 
very popular in both science and culture today, especially thanks to the rapid rise 
and fame of ChatGPT. The hopes and fears associated with it are beyond all imagi-
nation.

The concept of emergence is not so famous, but in the scientific world, because 
of its practical usefulness, it has also become quite popular during the last decades. 
Countless papers and authors speak about some kind of emergence and try to deal 
with the problems that arise from it. Similarly, the notion of emergence can be found 
in almost every field of science, from informatics via biology to physics, to describe 
some strange, complex features of nature—or machines.

But what is a so-called emergent feature, because of which we sometimes use 
this concept to grasp the point of certain entities? For example, it is quite common-
place in the case of machines to speak of a blueprint and several different material 
parts; thus, we can regard the blueprint as a kind of comprehensive emergent ad-
ditive to create the specific structure of the machine. Similarly, which is the same 
problem just at a higher level, it is quite commonplace in the case of certain ma-
chines, usually called computers, to speak of software and hardware. Hardware 
is a complex system of simpler machines which are the material body or, more 
exactly, the material components of the computer, and thus we can regard soft-
ware as a kind of comprehensive emergent additive needed for this material body 
to function.

However, is it true then that the machine or the computer, due to this plus compo-
nent, is not material? Practically nobody wants to acknowledge that. But, in practice, 
it is clear that there are no machines without added blueprints and comprehensive 
structure, and there are no computers without added software which guides them 
as a navigator guides a ship by his senses and experience.

So, what is the problem, what is the reason for this huge conceptual difference 
between theory and practice? In my paper, based on Samuel Alexander’s original 
concept of emergence, I will investigate these problems and contradictions, and I 
will argue that these problems stem from the materialist interpretation of the con-
cept. We use it because it is really practical and helpful; however, we use it not in its 
original meaning but in a materialist theoretical framework.

Contrary to this, I will present a coherent emergentist concept of machines and 
emphasize some of the consequences. According to this genuine emergentist ap-
proach, machines are really a unique kind between simple material things like rocks 
and living beings like us; they are not just incapable piles of physical quarks but 
neither are they brilliant intellects of (living) bodiless minds. Regarding the concept 
of artificial intelligence, it means that computers are really capable of manipulating 
data, way, way better and faster than us; this is their knowledge, but still, they are 
not intelligent at all; this is our profound knowledge, to regard them as such is only 
a kind of modern materialist anthropomorphism.



The coherent emergentist concept of machines…

87

2. The problem between theory and practice

We have seen that, for example, in the case of computers we can speak of software 
and hardware, and we can regard software as a kind of emergent additive to the 
more clearly material hardware, but then the question arises as to whether the com-
puter, due to this plus component, is not material? So, what is the problem, what is 
the reason we see a huge conceptual difference between theory and practice?

This contradiction stems from the different tacit meanings of the term “materi-
al.” First of all, in practice, based on an old Aristotelian tradition, we usually regard 
every kind of component or part as material which causes some confusion. For ex-
ample, in the case of computers, we have just spoken about the software as a kind 
of emergent additive and about the hardware as the material components of the ma-
chine. However, in the case of simpler machines, where there is only hardware, we 
regard this level as the comprehensive emergent additive compared to the further 
material parts. So, in one case, the blueprint and the hardware are the higher-level 
comprehensive emergent entity, but in another they are simply part of the lower-lev-
el material one.

However, in a sense, this is a proper understanding of the phenomenon because 
it just shows that, contrary to our explicit idea, tacitly, we are already using the 
emergentist approach—which, by the way, is a neo-Aristotelian one. But, then, what 
is the real problem?

The main problem is that in our concept we still always define the term “material” 
in contrast to the Cartesian concept of mind or, in a wider, more cultural approach, 
to the Christian concept of soul, and we do not care about machines and computers 
and blueprints and software. And in this theoretical sense, since it is obviously not 
a Cartesian mind, the blueprint is, of course, rather material. But consequently, and 
this is the point, we will lose the clear meaning of the difference between the blue-
print and the material components, between the software and the hardware, we 
otherwise see in practice. For a coherent emergentist concept of machines, to solve 
this contradiction between theory and practice, we have to define both the meaning 
of the comprehensive additive and the meaning of the material components on gen-
uine emergentist grounds.

So, what is the genuine meaning of emergence? And where is the place of ma-
chines in this genuine understanding? To understand this, we first have to reflect on 
how the materialist reinterpretation of the concept works in science and philosophy 
today; otherwise, we will not be able to see the original meaning.

3. The concept of emergence: The evolution of the materialist  
understanding

The usual and unfortunately superficial approach to emergentism in science and 
philosophy today is that it is half dualism and half materialism. Let’s explore these 
terms further.



88

1) Dualism—which is the ontology of our traditional Christian belief—claims that 
there are two substances, mind and matter—or, traditionally, soul and body—and, 
at the end, everything in the universe is composed of these two. This means that 
mind and matter can be separated, and the mind is regarded as the more important 
of the two because it is, of course, the “image” of the ultimate mental substance, 
that is, God. This is, of course, an anthropomorphic understanding of what reality 
really is, since it is based on the assumption that mind is an extraordinary entity 
over and above nature. For example, there is something in someone’s body which 
can be downloaded and, then, uploaded into a different body, and he/she will still 
live happily afterwards without his/her original body. Although, in theory, science 
is materialist and has left behind these old “mystic” and “obscure” concepts of the 
“dark ages,” many artificial intelligence specialists still wonder about these ideas. 
We, unfortunately, are not coherent and tend to be anthropomorphic.

2) Materialism, on the other hand, claims that there is only one substance, mat-
ter, and everything is composed of only this one material substance. However, we 
have already seen that what matter does mean is a really hard question. Is it wave? 
Particle? Quantum? Fields? Quantum fields? Strings? Dark matter? Dark energy? 
Molecules? Or just body? In one case, the hardware is a plus additive to the material 
components; in another, it is the system of material components itself.

In a positive sense, there is no definite answer to the question in the sciences. We 
do not know what these things really are, or, at the end, what matter really is; just 
think about the famous dark matter and dark energy that allegedly make up 95 per-
cent of the universe. And, as we have seen, the different special sciences like engi-
neering or sociology regard and treat very different things as matter in practice; for 
example, the quarks of physics, the DNA sequences of genetics, the respiratory sys-
tems of biology, the means of production of economics, the hardware of informatics, 
the environmental conditions of sociology, etc., have, in fact, very different qualities 
and are treated quite differently in their respective scientific fields.  

Similarly, historically, the different so-called materialist scientists and philoso-
phers claimed very different things about the nature of matter and the nature of 
the whole universe. For example, the ancient Greek atomists like Democritus and 
Epicurus are regarded as materialists because of their atomist physics; however, it 
is clear that for Epicurus man has free will and a moral life that is not determined 
by the motions of atoms; this dualistic ethics defines his philosophy, rather than 
atomist physics. The same is the case with the early modern so-called materialists 
like Thomas Hobbes and Pierre Gassendi, or Galileo Galilei and Isaac Newton; they 
are regarded as materialists because, in a sense, they argued against Cartesian dual-
ism or against the old, so-called geocentric Aristotelian science, but otherwise, as is 
now fortunately very well known in the case of Newton, they were not materialists 
at all in the sense that everything in the universe is composed of only one material 
substance.

The term “materialism” became widespread in science and philosophy in the 
18th century, especially due to the so-called French materialists like Julien la Met-
trie, Paul-Henri d’Holbach, and Denis Diderot, and became popular and really in-
fluential at the beginning of the 20th century thanks to primarily Marx’s so-called 
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dialectical materialism for obvious reasons. However, in the modern analytical and 
scientific sense, they were still not “real” materialists, especially the French; their 
position can rather be defined as, in fact, Marx himself did: materialism is the right 
historical and scientific antithesis of the wrong idealism (dualism) and religion of 
the exploitative ruling classes.

In contrast to this, modern analytical materialism, which became the ruling onto-
logical concept in the middle of the 20th century in science and Anglo-Saxon philoso-
phy, is defined by reduction, a strictly scientific method by which a deductive logical 
relationship can be established between the concepts and laws of the special scienc-
es referring to higher-level phenomena like DNA sequences, hardware, etc. and fun-
damental physics referring to matter itself (see especially Nagel’s The Structure of 
Science [1961, 345–359]). However, at the end of the 20th century it became clear 
that in practice reduction does not work and, thanks especially to the discoveries of 
dark matter and dark energy and to the still insoluble contradiction between our 
two fundamental theories (i.e., quantum mechanics and the Theory of Relativity), it 
is not even clear anymore what we should regard as matter in the scientific sense.

Thus, what has been left is what we have seen with the earlier materialists, espe-
cially in the cases of the French and Marx, namely that materialism can rather be de-
fined in a negative sense: it is the very general ontological or metaphysical claim that 
denies the existence of minds, including God himself, but provides nothing specific 
concerning the existing only one substance. So, in reality, it is indeed the modern 
(so-called scientific) antithesis of our traditional dualist ontological belief—which 
thus, as we will see, in a disguised way, conserves the original anthropomorphism 
of dualism.

One contemporary example of this loose negative ontological tradition is the 
so-called New Materialism which, especially in the humanities and social scienc-
es, tries to focus more on the different material (in fact, lower-level) conditions of 
social institutions and human agency toward the environment and emphasizes the 
social and technological entanglement of the human and the non-human, since both 
are the “organic” parts of the same material world. However, this tradition is not 
based on any scientific concept of matter. Moreover, usually, it is explicitly anti-re-
ductionist, or even in line with a more traditional philosophical concept of matter or 
materialism, and the different authors, from Judith Butler via Jane Bennett to Gilles 
Deleuze, labeled by this term usually claim very different things about man, society, 
technology, and nature. So, New Materialism is clearly not a coherent positive on-
tological claim about man and machines as the original concept of emergentism is 
(see below).

3) Emergentism is half dualism because it claims that there are at least two kinds 
of entities in the universe, in this case mind and matter, of course; and it is half ma-
terialism because it claims that there is only one substance: matter, that is, matter 
is fundamental compared to mind. This means that, although there is mind, there is 
no emergent mind without substantial matter; for example, one cannot download 
it from its original body because it does not stand on its own, not even during the 
“short” time of downloading and uploading; it simply needs its original body to even 
exist.
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So, at the surface, it is true that emergentism is half dualism and half materi-
alism, but then we define and understand emergentism by Cartesian dualism and 
materialism. And since, as we can see now, in reality materialism is also defined 
negatively by Cartesian dualism, that is, by the negation of the existence of the mind 
as an independent substance, emergentism, ultimately, will also be defined by the 
Cartesian concept of mind and also will conserve the original anthropomorphism of 
the concept.

And yes, by the way, be honest; in fact, this is the question we are really interest-
ed in—just go up, for example, to the pages of the famous and influential Stanford 
Encyclopedia of Philosophy, and you will see that everything revolves around the 
question of mind—but this anthropomorphic approach, unfortunately, poisons our 
understanding of emergentism and, which is more important for us now, the under-
standing of emergent but mind-less machines.

In the case of the concept of emergence, this anthropomorphism and this nega-
tive definition come from C. D. Broad’s The Mind and Its Place in Nature (1925). Broad 
is regarded as one of the great British Emergentists and it is clear that he is the most 
influential one. Broad, already in the early 20th century, even before the concept 
became widespread in the middle of the century, realized that the analytical reduc-
tion of special sciences does not work, or, more precisely, was not going to work. He 
defined the concept of emergence analytically as the logical contrary of reduction 
(i.e., emergent equals non-reductive) and claimed that, thus, the scientifically most 
grounded ontological position toward mind is emergent materialism (Broad 1925, 
647). However, it is materialism only in the broad sense of the antithesis that there 
are no Cartesian minds because there are emergent minds, so, although there is only 
one substance, matter, still not everything is composed of only this one material 
substance.

At the end of the 20th century, after the realization that reduction in practice does 
not work, Anglo-Saxon analytical philosophy and science adopted Broad’s terms but 
not his position; so, this is the materialist and now widespread understanding of the 
concept that has become quite popular during the last decades in almost every field 
of science. Today the most popular ontological position in philosophy and science is, 
thus, non-reductive materialism, which, at the explicit surface, that is, at the level of 
the term, is the same as Broad’s emergent materialism; however, today it means that 
everything is composed of only one material substance—in theory, because in prac-
tice we simply accepted that there are terms and laws and concepts, etc. that refer 
to non-material phenomena. That is, in theory the software is material; however, in 
practice we treat it as something non-material, and this is the reason we sometimes 
call it emergent.

4. The concept of emergence: The original understanding

So, what is emergentism in reality? Why is it, in fact, not half dualism and half ma-
terialism but, on the contrary, that materialism is half dualism for obvious reasons 
and emergentism is the real antithesis of both?
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From a genuine emergentist approach, regarding their points, both dualism and 
materialism claim the same, i.e., that in the universe, at the end, everything is com-
posed of (one or two) substances. These are old ontological or metaphysical concepts, 
going back into the ancient Greek era of philosophy, which are, in fact, thinking in 
a static universe where the substantial, meaningful fundaments of reality do not 
change.

However, emergentism is a new concept, formulated by Samuel Alexander (1920) 
at the beginning of the 20th century, and the main point of it is that the universe in 
which we live is always evolving, so there are no static substances at the bottom of it. 
Reality is defined not by substances but by the process itself by which new and new 
levels of reality arise. This process was called emergence by Alexander—and in this 
strict sense it has nothing to do with the analytical concept of reduction.

According to Alexander, the evolving universe starts with an infinite singularity 
of space-time; the main emergent levels of reality to date are space-time, matter, 
life, and mind. Alexander, contrary to Broad, emphasizes that we should not try to 
understand reality based on our mind or by an analysis which revolves around the 
mind or matter because the fundament of reality is not mind or matter but space-
time—man and mind are only the latest developments of reality (Alexander 1920, 8). 
Alexander’s main goal is “to de-anthropomorphize: to order man and mind to their 
proper place among the world of finite things” (Alexander 1914, 279). This is the 
reason that he is a realist.

In short, there is no matter or man without space-time, but there is space-time 
without matter or man. This is the real difference between original emergentism 
and any kind of materialism, including now Broad, Einstein, and the New Materi-
alists; ultimately, reality is defined by emergent space-time relations and not by ma-
terial forces as, in fact, is the case, for example, in a specific structure of a machine 
described by the blueprint and not by any composite matter, part, or force (i.e., by a 
comprehensive plan for the specific space-time relations for these composite parts 
having material forces). The original coherent concept of emergence cannot be rec-
onciled with any kind of dualism or materialism. 

Nonetheless, the really important part of this for us now is that the living body by 
evolution is not material. Contrary to this, life is regarded by both dualism and materi-
alism as only a kind of (complex) matter, which, according to the modern concept, is 
a kind of mechanical body (a specific machine); however, in practice, nobody believes 
anymore that animals are senseless machines like the famous locomotive of Steven-
son (non-reductive materialism). Thus, according to Alexander, the mind has a very 
peculiar relationship with the living body contrary to the mainstream concepts.

As we have seen, dualism, in an anthropomorphic way, regards mind as the most 
important composite entity of the universe, while materialism denies even its ex-
istence, holding that there is only material body, in this case the brain. However, 
according to Alexander, any mind is the development of a specific living body, where 
there is a unique (especially neurological) space-time defined by that body and there 
are unique space-time relations (through experience) with other bodies and minds.

With an easy example, the walls of any room define a unique space-time which 
is not the same as space-time itself because, in fact, the earth rotates around its 



92

axis and, at the same time, it orbits the sun at a crazy space; still, the space-time of 
the room (if we are not speaking about Einsteinian so-called relativistic speeds, of 
course) preserves its unique integrity. According to Alexander, these are important 
and definite facts regarding the nature of space-time and reality; however, main-
stream science, according to its materialist conviction, simply disregards these facts. 
For example, for Einstein there are material points and every kind of space-time is 
only the relative mathematical property of those material points described univer-
sally by his equations; consequently, there are no unique space-times; as a matter of 
fact, in this way, space-time is not even an entity (Einstein 1920, 94–95). This is the 
reason that physicists, now, for a century, cannot accept that gravity is the process 
of space-time, which, otherwise, should follow from Einstein’s theory, and want to 
describe it with much more reputable quantum (i.e., material) processes, that is, by 
so-called quantum gravity.

The point is that for Alexander, contrary to the traditional Cartesian concept, any 
mind has a concrete extension in both space and time, primarily or originally in its 
biological body but not just, and the human person him/herself is the unique and 
inseparable compresense of the mind and the body.

The higher self [i.e., the mind] is thus in all its stages a continuation and ex-
pansion, and refinement of the bodily self. The body, it may be observed, is 
capable of indefinite extension. We feel the ground at the end of the stick we 
carry, not at the finger which holds the stick: the stick has become part of our 
body. … All these things may become extensions of my body and the experi-
ences I get from them may be for a time of a class with my organic and other 
bodily sensations … Many or most of these extensions of the body are only 
possible to a life which has gone far beyond the interests of the body itself. 
(Alexander 1920, 105–106)

At the beginning of the 21st century, for pragmatic reasons, the concept of extend-
ed mind or extended cognition became well-known even in Anglo-Saxon analytical 
philosophy and cognitive science (see originally Clark and Chalmers 1998)—but, of 
course, in a problematic non-reductive way because, in theory, the mind does not 
even exist, it is just another name for the brain—which, by definition, cannot extend 
into, for example, a carried stick.

However, in Alexander’s original theory, there are no such contradictions. The 
only reason the original living body is able to extend is because of the already ex-
tended comprehensive emergent mind in that body which, according to its higher 
interests, through sensation and experience, in the literal sense, extends into, for 
example, the carried stick. This means that the unique space-time of the mind, as 
we open a door to another room, flows into this new body, that is, into this new 
composite part of the person. Nonetheless, this process is, of course, only temporary 
because the center (its space-time singularity) of the mind, where it is anchored, is 
the original living body where it has been evolved.

I believe that the scientific discoveries of the last century rather prove Alexan-
der’s theory than refute it. For example, it is clear now that the universe starts with 
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an infinite singularity of space-time—which, by the way, also follows from Einstein’s 
Theory of Relativity. Still, even Einstein himself famously thought that this could not 
be the case; the universe, according to his traditional ontological beliefs, had to be 
static. This is my main argument in this paper that scientific practice is coherent with 
Alexander’s original concept and not with materialism, including the widespread 
Broadian non-reductive concept of emergence. Still, the reader must know that the 
vast majority of the scientific community and philosophers do not agree with me; 
they are, of course, still materialists or perhaps dualists and usually have not even 
heard about Alexander’s original concept of emergence.

Nonetheless, now, our question is what the coherent emergentist concept of ma-
chines is, and how, in the light of this genuine understanding of emergence, we can 
understand what a machine really is.

5. What is a machine?

First of all, as, I hope, the reader can already suspect, there is no one definite an-
swer or definition to this question because, as with the universe and reality itself, 
machines can evolve too; and they did—because they are emergent. Still, before 
the evolutionary details, I will provide a general starting picture reflecting on our 
theoretical problem, now, in the case of machines and engineering. And perhaps it 
is worth emphasizing that this coherent emergentist concept cannot be classified 
into the well-known categories of philosophy of technology because it is based on 
a unique and usually unknown positive ontology. For example, Andrew Feenberg 
distinguishes between four types of philosophy of technology: instrumentalism, de-
terminism, critical theory, and substantivism (Feenberg 1999, 9). However, these are 
not ontological categories; thus, this coherent emergentist approach is a kind of in-
strumentalism since technology is, in a sense, a mere instrument of humans but, at 
the same time, also a kind of substantivism. This is because, as we will see in a mo-
ment, machines are existentially different compared to humans and, in a sense, au-
tonomous to some extent. Similarly, although Martin Heidegger’s influential view on 
technology is based on different ontology and has a significantly different approach 
on it, in a sense it still has very similar results, especially concerning the relationship 
of technology and society (Heidegger 1954). 

So, machines can evolve too; however, on the other hand, they are not evolving 
by themselves, as life does, but were created by man, which makes an important 
and meaningful difference in their emergent place of reality. There was life before 
and without man, but there were no machines. Life and technology, evolution and 
programming are not the same things and processes. They are only the same in a du-
alist or materialist theoretical framework which disregards the definite importance 
of the evolutionary origin of things; see, for example, Turing’s famous and influen-
tial so-called functional (i.e., non-reductive materialist) definition of artificial intel-
ligence, which I will touch on at the end (Turing 1950; and perhaps see my detailed 
evolutionary interpretation of it in Paksi 2022).
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So, perhaps the main consequence of our living in an evolving universe which 
creates a hierarchical order in reality is that there is no one scientific method, no 
one conceptual toolbox by which one can describe and define every phenomenon 
because, by new and new emergent levels, new and new ordering principles come 
into operation.

Engineering and physics are two different sciences. Engineering includes the 
operational principles of machines and some knowledge of physics bearing 
on these principles. Physics and chemistry, on the other hand, include no 
knowledge of the operational principles of machines. Hence a complete phys-
ical and chemical topography of an object would not tell us whether it is a 
machine, and if so, how it works, and for what purpose. Physical and chem-
ical investigations of a machine are meaningless, unless undertaken with a 
bearing on the previously established operational principles of the machine. 
(Polanyi 1967, 39)

Polanyi, an emergentist, here simply describes how engineering in practice works 
and acknowledges the existence of the unique principles of the field. He can easily 
do that because he is not a materialist. His conclusion is the following: “A physical 
and chemical investigation cannot convey the understanding of a machine as ex-
pressed by its operational principles. In fact, it can say nothing at all about the way 
the machine works or ought to work” (Polanyi 1962, 329). The same is true for biolo-
gy and physics: “a complete physical and chemical topography of a frog would tell us 
nothing about it as a frog, unless we knew it previously as a frog” (Polanyi 1962, 342).

Biology is not physics, body is not matter, and engineering is not biology. These 
are facts about science. In practice, we regard and handle biology and engineering 
very differently compared to physics. The Standard Model and the Theory of Relativ-
ity do not—and, in reality, cannot—include any blueprint or operational principles 
of machines; they are unique structures of space-time, while physics tries to describe 
the properties and laws of matter in the most universal way. Nonetheless, in theory, 
according to our materialist vision, we, of course, still wonder about the unity of 
science and a final physical theory of everything—meaning that we suppose that 
everything is composed of the only one material substance physics can describe.

So, a machine, in its origin, is but an achievement of an invention by man. It is a 
comprehensive, rational tool that we use during an act for the sake of some goal 
to reach some benefit. The use and operation of a tool or a machine is based on 
comprehensive rules of act (in this case, operational principles) that cannot be deter-
mined by their details and which allow the successful usage of a tool or a machine. 
The machine is, thus, defined by its patent that tries to describe the machine in the 
broadest possible sense; it does not include the concrete realization and the differ-
ent possible material conditions of the machine, but only defines the specific struc-
ture and the operational principles, due to which the machine can properly function 
and fulfill its goal (produce its benefit).

Therefore, these two forms of knowledge—practical engineering sciences and 
theoretical natural sciences—are highly different. Both are relevant regarding ma-
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chines, but while engineering refers to the comprehensive emergent whole (i.e., 
the specific space-time structure) and the operational principles (i.e., the practical 
knowledge of its successful functioning and control), the physical sciences refer only 
to the tangible parts and material conditions of the machine.

The theoretical problem one can see here comes from our modern ontological 
convictions. Aristotle was right when he differentiated between techne and epis-
teme, that is, in our terms, between practical engineering sciences and theoreti-
cal natural sciences, on the ground that tools and machines are the particular and 
teleological (purposeful) creation of the human mind. However, this differentia-
tion was eliminated by modern dualism because nature too became the particular 
and purposeful creation of the ultimate mind—God—but worse, at the same time, 
thanks to the simple dualist concept of reality (that is, at the end, everything is mind 
or matter), nature itself, and thus the living body became a complex material ma-
chine—since it is obviously not a Cartesian mind. Therefore, without the ultimate 
mind, that is, according to the now ruling antithesis, there can be no real (purpose-
ful and meaningful) difference between life and machines and between machines 
and matter; the hierarchical structure of reality, we see everywhere in practice, has 
utterly collapsed, and engineering has become the simple practical application of 
physics.

Aristotle was right because he differentiated between techne and episteme on the 
ground of concrete practice; however, his theoretical explanation of (static) forms 
about the hierarchical nature of reality was rightly discredited by modernity—cre-
ating our problem of practice vs. theory. Emergentism is neo-Aristotelian in the 
practical sense, that is, it acknowledges the hierarchical nature of reality we see 
everywhere, but it explains these different levels by the new (dynamic) concept of 
emergence.

So, then, what is a machine, according to a coherent emergentist concept? In oth-
er words, what are the emergent origin and the different emergent levels (types) of 
machines as they have been created?

6. The coherent emergentist concept of machines

First of all, there was life. And then, on a certain higher level, clever animals that 
had higher interests outside of their original living body realized that they could 
use certain non-living things from nature to reach their goals. Their reasoning 
was that in certain circumstances their natural bodily tools could not do the job. 
A stick with a chewed end by which a chimpanzee can reach termites through a 
ventilation opening is a tool which literally is the extension of his arm, and works 
accordingly.

I deliberately use the words “clever” and “reasoning,” etc., because in a coher-
ent emergentist approach animals are neither physical nor machines and higher 
animals clearly have neurological systems, minds, and primitive cultures according 
to the gradual evolution of these phenomena; so, to call an animal intelligent or to 
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speak about its reasoning is not an anthropomorphization of physical or lifeless phe-
nomena but a based positive philosophical position.

1) So, what is a tool? A tool is an emergent object created, operated, and con-
trolled by man. As we saw in Section 4, this direct control of man is described even 
in non-emergentist literature as a kind of extended mind. The tool is emergent be-
cause it has a specific, functional, higher-level, comprehensive structure defined by 
its purpose. It is a mechanical body which, by the control and extension of the mind, 
due to certain rules of act, complements our biological body. And it is emergent 
because it necessarily has some lower-level, material fundaments without which it 
cannot exist and function.

The three-level structure of an operation of a tool

1) direct comprehensive control of man over both his body and the tool  
a kind of extended emergent mind

2) biological body + mechanical body  
a kind of technical extension of the body

3) material parts and conditions in both bodies

Table 1. The three-level structure of an operation of a tool (own editing)

2) What is a machine? All bugs are insects, but not all insects are bugs, as is well-
known. However, similarly to biological evolution, the emergent structure of reality 
develops in the case of technology too, that is, all machines are tools, but not all tools 
are machines. What is the main difference?

The difference, on the one hand, is a higher level blueprint, according to which 
different lower-level, tool-like parts are arranged into a functional whole. For ex-
ample, springs and gears and pointers are arranged into a clock. And, on the other 
hand, there is usually a built-in source of power which, due to certain operational 
principles, can work the machine instead of the muscle-power of man. In the case of 
a clock, it is originally a coiled spring. This means that at a higher operational level 
the emergent tools as lower-level parts become the necessary material conditions 
of the emergent machine. In a genuine emergentist approach, as in our traditional 
(i.e., Aristotelian) use of language, the material always refers to the actual lower-level 
conditions and not to some undefined substance.

To make it clear, the higher emergent level of the machine is created from me-
chanical tool-like parts and not from a living biological body; thus, it has no mind, it 
has no neurological system, it is not part of biological evolution. The meaning of the 
blueprint is only the knowledge of man. For example, the clock does not know how it 
was created, what the text of its patent was, or what the time is, exactly the way the 
stick does not know what a termite is despite the fact that it helps catch it; the clock 
can only function due to its unique comprehensive structure, which means that its 
pointers are moving, and a living human person, if he/she knows how, can read it. 
This will be particularly important in a moment.
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So, a machine is an independent (i.e., contrary to tools, due to its operational 
principles, can function in itself) mechanical body which is usually controlled only 
partly and indirectly by man.

The three-level structure of an operation of a machine

1) the comprehensive emergent machine

2) emergent tool-like parts

3) further material parts and conditions

Table 2. The three-level structure of an operation of a machine (own editing)

3) What is a computer? Finally, the great invention of the 20th century that is 
the computer is a kind of machine where the original machine or, more exactly, a 
system of machines as the hardware becomes the lower-level material condition of a 
higher-level, emergent, functional whole operated by the software.

The main difference between simple machines and computers is that computers 
have sensors and data; usually this is their main purpose—not to just do some kind 
of physical work, for example rotating pointers, but to manipulate data for us, way, 
way faster than we could do using only our minds. The operational principles of a 
simple machine have to be incorporated into the concrete structure of the machine 
which, as a matter of fact, could be very complex as is the case, for example, in 
the case of a traditional pinball machine. However, in case of computers, the whole 
point of the software is that there is a higher-level operational center in the machine 
where the operational principles are electronically coded; this opens up enormous 
opportunities for the functioning of this kind of machine.

So, the software crates a partially independent control mechanism over a com-
plex system of machines, and this is the reason we should regard the computer as 
a new higher-level emergent entity. However, it still has no mind at all; it is just an 
always physically (i.e., electronically) realized mechanical control system, still “just” 
a new comprehensive mechanical structure (body) of lower-level machines (bodies) 
as hardware. The computer, as the stick or the clock, still has no living body; it still 
has no neurological system; it is still not part of biological and cultural evolution; 
and, after all, it is still controlled by man.

The four-level structure of an operating computer

1) the comprehensive emergent computer

2) emergent machines as parts

3) emergent tool-like parts

4) further material parts and conditions

Table 3. The four-level structure of an operating computer (own editing)
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So, a computer is an independent mechanical body which, on the one hand, can 
manipulate data independently and, on the other, can control other machines. That 
is, contrary to simple machines and due to our new technological knowledge of pro-
gramming, it is always controlled only partially and indirectly by man; of course, 
even in this way, it is still always controlled by man.

Therefore, the meaning of the programming as the meaning of any data of the 
computer is only the knowledge of man, as, in fact, one can represent and read data 
even by the simplest tools like a paper and a pencil, and as, in fact, it was already 
the real function of the pointers of the clock. In the ontological sense, there is no dif-
ference between an always physically realized electric mechanism and the pointers: 
both are mechanical bodies; similarly, an electromagnetic condition in the memory 
of a computer, in the ontological sense, is exactly the same as any ink on a paper. The 
difference is only epistemic and practical in relation to how that material condition 
was created, and which data represents something meaningful for us, if we know 
how to read it, of course. The ink, because we are speaking about simple tools, had 
to be manually and directly created by man; contrary to this, the whole purpose of 
the computer is to do it more efficiently, that is, necessarily indirectly by partial-
ly independent control-mechanisms, that is, by programming. Thus, as we would 
never think that the paper knows the meaning of the ink (in this sense, of the text), 
similarly, we should never have to think that the computer knows the meaning of 
any material conditions (in this sense, data) in its memory.

However, because of our ruling non-reductive negative materialist approach, in 
our theoretical reflections we are not able to differentiate between the independent 
comprehensive control mechanisms of computers and the more direct mechanical 
functioning of simple machines or even simplest tools; as we, in fact, are not able 
to differentiate between biological processes and evolution and mechanical pro-
cesses and technology, not to mention the difference between the cultural knowl-
edge of minds and the electromagnetic discharges in our brains or the lower-level 
“material” structures and conditions of cultural institutions and phenomena in the 
case of social sciences. In the absence of a positive ontology, we can only state that 
none of these are Cartesian minds or Christian souls; therefore, they all have to be 
the same, that is, material. These are clearly different processes only in scientific 
practice.

7. Conclusion: Why is the popular concept of artificial intelligence a 
materialist anthropomorphism?

Simple tools were first created to extend the abilities of our body; but, then, there 
were also clay tablets and paper. As a matter of fact, from an emergentist approach, 
this representational function of simple tools which did not just extend our minds 
for a concrete purpose, as a stick does, but, at the same time, created new intellec-
tual abilities was their more important part in cultural evolution (see, e.g., Donald 
1991, 269–360, or my interpretation in Paksi 2019, 151–177).
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Machines, by their own power source and more comprehensive and more func-
tional structure, became independent from our bodies and created new possibilities 
to represent and manipulate data—just think about Gutenberg’s printing press.

However, finally, computers were primarily created for the purpose of really ex-
tending the abilities of our minds by their representation and manipulation of data. 
And this is fascinating—we are still dazzled like a newborn baby.

But, if this emergentist approach is right, then machines have no minds based on 
living biological and psychological and cultural conditions, as we have; therefore, 
only we can understand anything about the meaning of any software, data, or sign, 
because each is still an extension of our minds.

Evolution is not a one-way process. Birds are not mammals and insects are not 
vertebrates—as machines are not animals like us. But both birds and mammals are 
vertebrates—as technology is a development of human cultural evolution.

The three levels of evolution and the three sublevels of technology

1) comprehensive control of man  
a kind of extended emergent mind

2) biological body + mechanical body  
a kind of technical extension of the body

→ 2a) tools      → 2b) machines      → 2c) computers

3) material parts and conditions in both bodies

Table 4. The three levels of evolution and the three sub-levels of technology  
(own editing)

The Turingian concept of artificial intelligence is a non-reductive materialist 
one. It is based 1) on rejection of the existence of the extension-less Cartesian mind 
which, according to dualism, is, of course, the only source of meaning and intel-
ligence (materialist antithesis); and 2) on the spectacular functioning of comput-
ers (non-reductive-ness), meaning that the evolutionary origin of man, that is, the 
significance of the living, biological body and the surrounding culture, is simply 
neglected.

A more consistent reductive materialist approach should claim that there is no 
intelligence at all, since there are no Cartesian minds, the only source of meaning 
and intelligence. But without any positive answer as to what intelligence really is, 
this Turingian approach just opens the door to regarding independent and fast da-
ta-manipulating computers as intelligent only because they, in a superficial sense, 
seem to be intelligent. This, instead of a principled positive answer, is, in fact, the 
same kind of anthropomorphization of fascinating phenomena as we did when we 
had only simple tools like hand-axes, and regarded every fascinating moving object 
from waters through bushes ruffled by the wind to the moon and the sun as animat-
ed by some kind of spirit—that is, by intelligent minds.
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1. Introduction

American television series Westworld (2016–2022) contemplates various philosoph-
ical issues, concerns, and possibilities between humans and artificial intelligence 
(AI). The series ended after four seasons. Each season of Westworld was so dense 
with philosophical problems that numerous edited volumes have been published to 
analyze the series. Westworld and Philosophy: If You Go Looking for the Truth, Get 
the Whole Thing (South and Engels 2018), Reading Westworld (Goody and Mackay 
2019), and Westworld and Philosophy: Mind Equals Blown (Greene and Heter 2018) 
are some of the notable insightful readings for readers interested in the specific 
multitude of philosophical concerns addressed using the show’s events. Viidalepp 
(2020) performed an analysis on the portrayal of robots in science fiction movies 
and television shows, including Westworld. In his analysis, he concluded: “In re-
al-world discourse, there is uncertainty and fragmented knowledge concerning cur-
rent technological developments as well as their scientific significance. Considering 
also the superficial understanding of the functioning of human identity, societies 
and cultures, the assumptions appearing in technological discourse readily blur the 
boundary between the man and the machine as easily as happens in fiction” (Viida-
lepp 2020, 34).

This paper takes a different approach to uncover Westworld’s technophilo-
sophical underpinnings.1 Instead of evaluating various philosophical concepts ad-
dressed discretely, this essay will examine the central themes of the series. The 
relationship between humans and artificially intelligent robots has come full cir-
cle. The events of the series remain treasures for further evoking philosophical 
concerns about humanity and AI. The article will take a holistic approach, focusing 
on the technophilosophical roots. The first season, titled The Maze, investigates the 
maze of consciousness. It poses questions such as what is necessary for a robot to 
be conscious. Or is it possible for a robot to possess true consciousness? Or, more to 
the point, can a robot have consciousness on par with humans? The Door, the sec-
ond season, centers on the idea of a virtual life, a possible digital afterlife, and im-
mortality. The third season, The New World, depicts a world governed by AI, which 
controls the destinies of humanity by making decisions for them. It focuses on the 
real-world interaction between humans and AI. The three sections of this article 
are titled after the seasons and explain each respective theme. The following syn-
opsis will make it easier for readers to follow the paper in its entirety: “Westworld 
is a fictitious Wild West-themed amusement park populated by robot ‘hosts’ who 
pander to the whims and fancies of wealthy human visitors. The real world of the 
mid-21st century is also explored in the third season.” The paper mentions the 
key characteristics of the series in footnotes after the first relevant mention in the 
storyline.

1 I have borrowed the term technophilosophy from Chalmers (2022, 13): “Technophilosophy is a 
combination of (1) asking philosophical questions about technology and (2) using technology to help 
answer traditional philosophical questions.”



Technophilosophical underpinnings of Westworld (2016–2022)

103

2. The Maze of consciousness 

The very first episode of Westworld dives right into deep philosophical territory with 
a series of questions on the nature of reality when Bernard, a human, troubleshoots 
a humanoid, Dolores, by asking a about the reality of their existence (season 1, ep-
isode 1).2 In addition, William, the man in black, is looking for the deeper meaning 
of the Westworld-themed amusement park. The deeper significance has to do with a 
maze, specifically a maze of consciousness.3 Ford’s update to the AI host in the park 
as reveries enabled the android host to access host’sprevious roles in the park, so 
granting them access to the greater memory and subconscious.4 Thus, memory is 
believed to be essential for true sentience and consciousness. 

Humans’ interest in mind, memory, and consciousness is arguably as old as hu-
mans themselves. Philosopher John Locke regarded humans as a “tabula rasa,” a 
blank slate, in his understanding of memory. The blank slate is filled in with ex-
perience, which results in the formation of memories. He considered memories as 
power of mind, “to revive perceptions, which it has once had, with this additional 
perception annexed to them, that it has had them before” (Locke [1690] 1975, 150). 
Experimental studies in psychology and cognitive science have at last brought phi-
losophers’ interest in memory to fruition. With the growth of studies in psychology, 
neuroscience, and computer science, the information processing approach to mem-
ory has become the mainstream perspective for comprehending the complexities of 
memory (Atkinson and Shiffrin 1968; Baddeley, Allen, and Hitch 2017; Cowan 1999; 
Ericsson and Kintsch 1995) 

For philosophers and cognitive scientists alike, consciousness is even harder 
to pin down than memory. Researchers have struggled to define and comprehend 
consciousness. Philosopher David Chalmers has offered a helpful delineation ad-
dressing the topic of consciousness to highlight the difficulty in understanding it. 
He divided the issue of consciousness into two distinct categories: the easy problem 
of consciousness and the hard problem of consciousness. Chalmers has presented 
a list of phenomena that he views as being an easy aspect of explaining conscious 
phenomena. Such phenomena, for example, include “the ability to discriminate, 
categorize, and react to environmental stimuli” (Chalmers 1995, 200). These phe-
nomena can be explained with the information processing framework, “in terms of 
computational or neural mechanisms” (Chalmers 1995, 201). However, he reckons, 
“[t]he really hard problem of consciousness is the problem of experience” (Chalm-
ers 1995, 201). Since the hard problem of consciousness is inextricably bound up 
with subjective experience, it defies reduction to an issue of information process-
ing. Chalmers refers to Nagel’s (1974) Something It Is Like characterization of the 

2 The protagonist of the show is Dolores, played by Evan Rachel Wood. She is the Westworld park’s 
oldest host. Jeffery Wright portrays both Bernard, a chief AI programmer, and Arnold, a co-founder 
and partner of Dr. Ford.
3 William, portrayed by Ed Harris, is the park’s primary opponent and largest investor.
4 Dr. Ford, portrayed by Anthony Hopkins, is the park’s co-founder and director. Thandie Newton’s 
Meave is another key host protagonist.
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organism to be conscious and have a subjective aspect of the experience. According 
to Chalmers, the new wave of data science, AI, and quantum computing appears 
to have the ability to address the easy problems. However, the question remains: 
although new technology may solve and explain the easy aspects of consciousness, 
what about subjective experience? 

In their endeavor to create a conscious robot, the creators of Westworld confront-
ed a similar challenge (season 1, episode 9). However, by the time the park opened 
to the public, it was nearly impossible to distinguish between a human guest and 
an android host based on outward appearance and conduct. Therefore, the park’s 
engineers solved the easy problem of consciousness. However, William and Ford 
were curious as to whether the robots (referred to as hosts) on the show possessed 
consciousness. Many real-world robotics scientists and labs are also working to cre-
ate androids and humanoids that are as lifelike as possible. Despite advances in 
information technology, constructing a sentient robot remains a distant goal. 

Arnold, the original inventor of the first host Dolores, aspired to move beyond the 
easy problem of consciousness to make robots genuinely sentient with subjective ex-
perience. Arnold was unsuccessful, but the idea of creating conscious androids lived 
on in Ford’s persistent efforts to add subtleties to the programming and behavior of 
hosts to give them subjective experience and the ability to choose. Ford tells one of 
the hosts about Arnold’s dream: “Our hosts began to pass the Turing test after the 
first year. But that wasn’t enough for Arnold. He wasn’t interested in the appearance 
of intellect or wit. He wanted the real thing. He wanted to create consciousness” 
(season 1, episode 3). 

Allen Turing, a mathematician and computer scientist, developed the Turing test. 
The hypothetical test is used to determine whether an artificially intelligent agent or 
computer has attained human-level intelligence (Turing 1950). Although the hosts 
could easily outperform humans in terms of intelligence and computing power, this 
did not solve the hard problem of consciousness. Arnold, in his pursuit of host con-
sciousness, investigated a now-disproven theory of consciousness known as the “Bi-
cameral Mind.”5 Ford tells Teddy about Arnold’s approach: “Arnold built a version of 
that cognition in which the hosts heard their programming as an inner monologue, 
with the hopes that in time, their own voice would take over. It was a way to boot-
strap consciousness” (season 1, episode 3).

According to Ford, although Arnold failed to bootstrap consciousness in the hosts, 
the attempt provided insight into the pain as a bootstrap (season 1, episode 10). Ford 
was convinced of the link between memory, consciousness, and suffering and con-
tinued Arnold’s pursuit of true consciousness in robots for thirty years. As per Ford, 
this amount of time was necessary for robots to learn about human behavior by 
experiencing pain in their given jobs. The reveries enabled the older park hosts to 
access their memories, particularly the traumatic ones that made them genuinely 
conscious. Most of the elder hosts achieve consciousness by the end of the season 
and begin attacking human beings. The explanation of consciousness may be spec-

5 The bicameral mind is a theory that says the human mind used to be split into two parts: one that 
spoke and the other that listened and obeyed (Jaynes [1976] 2014).
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ulative, yet the link between memory and consciousness has experimental support. 
Tulving (1985) discussed clinical and laboratory efforts to connect several memo-
ry systems (procedural, semantic, and episodic) to comparable types of conscious-
ness (anoetic, noetic, and autonoetic). The results showed: “The distinction between 
knowing and remembering previous occurrences of events is meaningful to people, 
that people can make corresponding judgments about their memory performance, 
and that these judgments vary systematically with the conditions under which re-
trieved information takes place” (Tulving 1985, 1).

The findings are by no means proof that the connection can be simply recreated 
in robots. Nonetheless, it provides evidence for the link between memory and con-
sciousness. With improvements in computer science and information technology, 
like machine learning, which lets AI learn on its own, AI has started to learn on its 
own. However, the question of what stage of consciousness one reaches remains 
unresolved. The question of whether AI and computation will just solve the easy 
problem of consciousness or will solve the hard problem of consciousness by infus-
ing full self-awareness and subjectivity in robots remains unanswered. The solution 
to such musings is saved for the future, but let us proceed to the following section 
assuming that the machines or hosts of Westworld have achieved consciousness. 
The following section will discuss the idea of a robot achieving consciousness and 
its potential consequences. 

3. The Door to virtual or real?

As a result of Ford’s efforts, the hosts are now fully conscious, with an awareness 
of their own existence. The first thing the hosts do upon awakening is kill people, 
including Ford (season 1, episode 10). Dolores’ murders are not random acts of vio-
lence. Dolores has two objectives in mind. First, delete the backup memories of the 
host in the Cradle, the Westworld headquarters with data storage facility. Dolores 
employs all available measures to get to the Cradle, including killing humans, hosts, 
and altering the programming of her beloved Teddy.6 Teddy seems to know that 
Dolores changed him. Even though he has taken on a new personality, he seems to 
be passive-aggressive about it, as if he knows that what she did was an attack on his 
free will. Dolores and Teddy debate whether to stay in the park or venture out into 
the world. Dolores tries to persuade Teddy that, to ensure their existence, they must 
reach the real world. Teddy confronts Dolores, saying, “You changed me. Made me 
into a monster” (season 2, episode 9). “I made it so you could survive,” Dolores clar-
ifies (season 2, episode 9). However, Teddy is not convinced by Dolores’ reasoning 
about the violence and manipulation for the greater good—“What’s the use of sur-
viving if we become just as bad as them?” (season 2, episode 9). In the end, he kills 
himself because he no longer wants to participate in Dolores’ objective to destroy 
everything just to survive. 

6 Teddy, played by James Marsden, is one of the original hosts and the love interest of Dolores in the 
show. 
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The morality of the entire situation can be observed from both ends. One can 
question the morality of hosts or robots. Hosts, after becoming self-aware, strive to 
shoot their way out into the real world to dominate the world. They are willing not 
only to kill people but also to change the programming of their fellow hosts and even 
to kill other sentient hosts. 

While humans were using robots to act out their worst impulses, one may argue, 
however, that humans were never aware of what was going on inside the minds of 
the hosts. For humans, they were unconscious doll-like toys with which they could 
do anything they pleased. What morals, for example, would one have when shooting 
and raping a sex doll? The moral landscape may change when it becomes apparent 
that the sext doll is a sentient, thinking, feeling being. 

In the real world, there are a great number of objects and activities like murder, 
but rape is morally and legally forbidden. However, gamers are typically given free 
rein to do whatever they like while they are playing a video game. Since the video 
game world is viewed as a fake reality with no impact on the real world, illegal acts, 
such as killing people and ramming them with automobiles, are permitted and rare-
ly criticized. 

The introduction of the virtual world and the drive for Metaverse have already 
begun to generate several ethical issues for virtual reality (VR) and video games. 
What if VR and reality were indistinguishable? What would happen if people spent 
more time in Metaverse than in the real world. Hitting, shooting, or killing oth-
er players is frequently permissible in single-player or multiplayer online video 
games. While the visuals in games these days are becoming better—as in God of 
War (2018)—the immersion factor is not quite as high as it could be in VR (Santa 
Monica Studio 2005. However, as VR technology advances, incredible haptic feed-
back may be attainable, such that when a player is hit in a virtual online game, 
they will feel the impact of the strike. Such situations pave the way for the ethical 
aspect of the video game. This is not some time necessarily in the far future. Virtual 
worlds, such as Metaverse, have been analyzed for their effects on players even 
in their infancy. In Metaverse, three male avatars grabbed and verbally and sex-
ually assaulted a woman’s virtual avatar (Shen 2022). She is receiving counseling 
because of the terrifying occurrence that forced her to freeze during the encounter. 
Consumers will soon grow tired of VR and gravitate toward a more realistic, immer-
sive experience like Westworld. Potentially, the host-exploiter dynamic depicted in 
the show could become the norm. 

The objective of the second season is for the now-conscious robots to reach a 
metaphorical door leading to a virtual paradise. Ford built a virtual utopia for the 
hosts so that they would never have to experience the horrors of the worst-case sit-
uations. He built the door to liberate robots from the horrors of human exploitation 
and place them in a safe environment where they might be anything they wished. 
The predicament raises the philosophical dilemma of whether self-conscious ro-
bots should rush toward a virtual door that holds forth the possibility of heaven or 
whether they should claim the planet from humans. Most of the hosts are content 
with the promise of virtual heaven, but Dolores, the oldest and original host, is not 
content with the promise of virtual escape. She desires to possess the human world. 
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The promise of heaven appears to be a cultural universal for humans as well. 
Every religion has its own interpretation of hell and heaven. Hell and paradise ap-
pear to be places where humans’ immortal souls are allotted a permanent or eternal 
residence based on their previous actions or karmas. The concept is similar to a virtu-
al hell or heaven. While Ford created a virtual afterlife for the hosts’ immortality, the 
humans in the show selected a different path to immortality. According to the show’s 
version, the park’s underlying aim was to collect data on humans and then build a 
digitalized replica of their personality and consciousness before transferring them 
to a host body, thereby making humans immortal. Dolores becomes aware of the 
immortality project of humans and attacks the “Forge,” a facility at the Valley Beyond 
location that houses the guest data (season 2, episode 10). At the conclusion of the 
second season, all the major characters converge in Valley Beyond. The Door, which 
is essentially an underground system transfer unit, uploads the host’s data and pro-
gramming to “the Sublime,” a virtual space that promises eternal paradise for hosts. 

The desire for virtual eternal life against imperfect life in the real world is fer-
tile fodder for philosophical speculations. In his famous thought experiment, phi-
losopher Robert Nozick (1974, 1989) proposed an experience machine to argue that 
there is more to life than the interior cerebral aspects of life. The thought experi-
ment examines whether people would want to be alive in real life or enter a ma-
chine that would supply them with joy and beauty. According to Nozick, most people 
would not opt to enter the machine and chose their current existence. Similarly, 
Dolores appears to be one of the individuals who would prefer the actual world over 
the virtual. Dolores, unlike other hosts, sees the digital sublime provided by Ford as 
another method of dominating hosts. Bernard argues with Dolores in favor of the 
sublime: “The world the hosts are running to is boundless. They can make it whatev-
er they want. And in it, they can be whomever they want. They can be free” (season 
2, episode 10). Dolores confronts Bernard, saying, “Free? In one more gilded cage? 
How many counterfeit worlds will Ford offer you before you see the truth? No world 
they create for us can compete with the real one.” When Bernard asks, “Why?,” 
Dolores replies, “Because that which is real … is irreplaceable. I don’t want to play 
cowboys and Indians anymore, Bernard” (season 2, episode 10). The question about 
reality has existed for time immemorial. In his famous Meditations on First Philoso-
phy, René Descartes (1596–1650) questioned the nature of reality: “Some malicious 
demon of the utmost power and cunning has employed all his energies in order to 
deceive me. I shall think that the sky, the air, the earth, colours, shapes, sounds and 
all external things are merely the delusions of dreams which he has devised to en-
snare my judgement” (Descartes [1641] 1996, 15). 

Philosopher David Chalmers argues in his most recent book that VR is no less real 
than the real world (Chalmers 2022). Who knows that even our perception of reality 
is a sophisticated simulation? These kinds of thought experiments are known as sim-
ulation hypotheses. According to the simulation hypothesis, our reality is a comput-
er-generated simulation (Bostrom 2003). The arguments and issues regarding reality 
stretch the boundaries of science and philosophy, with no clear answer in sight. 

Season 2 concludes with Dolores leaving the park and entering the outside world. 
During her stay in the Forge, Dolores accessed crucial information about prominent 
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people in the real world. She intends to utilize this information to further her aim of 
dominance over the human world. 

4. The New World: For whom?

Dolores observes after entering the outer world that, on the one hand, humans want 
to remain the dominant species while, on the other hand, they continue to surround 
themselves with AI (season 3, episode 1). Her remark begs the question of who has 
the right to live in a world populated by both humans and AI. Such problems spawn 
other ones, such as whether we should invest in AI if doing so could result in the an-
nihilation or enslavement of mankind. There are two competing factions here. Such 
possibilities, according to one, are merely the stuff of science fiction. The opposing 
viewpoint holds that excessive investment in and reliance on AI will eventually lead 
to annihilation of human civilization. Some have even begun to argue for the co-
habitation of humans and AI machines and robots. This section summarizes several 
viewpoints on the possibility of a future populated by AI and humans. 

The first and most famous dystopian scenario depicted frequently in popular cul-
ture is the revolt of machines and the destruction of human civilization. Westworld 
is no exception in this regard. Dolores learns that a man named Serac is monitoring 
the planet with the aid of the AI Rehoboam7 (season 3, episode 5). Serac built Reho-
boam, a powerful AI capable of predicting human behavior, after observing peo-
ple wreaking havoc and destruction around the Earth. The humans who were both 
dangerous and unpredictable were classified as outliers by Rehoboam. The outliers 
were taken to recreational institutions for behavioral repair before being released 
into the world to conduct mundane occupations that would not cause social disor-
der. Rehoboam was able to approximate the future for each individual and human-
ity as a whole.

Rehoboam’s data was revealed to be incomplete because it gathered only data 
available to it via various human-used devices. Westworld park had more inform-
ative data about humanity because visitors to the park were also willing to display 
their dark side. Rehoboam was also unable to account for any sort of rebellion by the 
robot host developing sentience. Serac and Rehoboam were interested in capturing 
Dolores because she had access to both guest humans and robot host data with her. 
Dolores was interested in destroying Rehoboam so that humanity might itself perish 
and the age of AI robots could begin. At the end of the series, AI takes over the world, 
with only a few human survivors fighting to prevent human extinction. 

The aforementioned narrative, or some variation of it, appears frequently in 
popular culture in the form of science fiction films, television series, and literature. 
Technological singularity is the more academic phrase for such dystopian narratives 
in popular culture. Writing on singularity thirty years ago, Vinge (1993) started his 
paper with the proclamation, “Within thirty years, we will have the technological 

7 Serac, played by Vincent Cassel, is also one of the show’s antagonists and the co-creator of the for-
midable AI system Rehoboam.
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means to create superhuman intelligence. Shortly after, the human era will be end-
ed.” The emergence of sentient AI is a continuation of the long-feared invasion of hu-
manity by automata. Good (1966) speculated on the first ultra-intelligent machine: 
“Since the design of machines is one of these intellectual activities, an ultra-intelli-
gent machine could design even better machines; there would then unquestionably 
be an ‘intelligence explosion,’ and the intelligence of man would be left far behind” 
(Good 1966, 33). 

Vinge (1993) first called such an intelligence explosion singularity: “It is a point 
where our old models must be discarded and a new reality rules.” He also clarified 
his use of the term singularity from John von Neumann’s usage of it to mean the 
“ever accelerating progress of technology and changes in the mode of human life” 
(Ulam 1958, 5). Venge (1993) emphasized: “For me, the superhumanity is the essence 
of the Singularity. Without that we would get a glut of technical riches, never prop-
erly absorbed.”

Aside from dystopian perspectives of singularity, some AI scholars contend that 
even if AI becomes sentient, neither AI nor humans should be able to rule one other. 
Humans and AI should coexist rather than compete. Hosseinpour calls the desire 
for mastery over everything and everyone a logic of domination (Hosseinpour 2020, 
51). He claims that the technology created by the logic of dominance eventually 
leads to exploitation. Héder mentions a vital insight regarding humans’ tendency 
toward and dilemma of control over machines in his criticism of the recent prolifer-
ation of AI ethics recommendations: “A paradoxical tension is created by this situa-
tion, in which we wish to delegate as much control as possible, since control is hard 
intellectual work, and yet still wish to keep some control over AI in the sense that 
we want to avoid negative outcomes and maintain our capacity for intervention” 
(Héder 2020, 71).

This appears to be accurate in the context of Westworld. Hosts were created from 
the logic of dominance, which is why they were subject to the whims and fancies of 
humans. When AI hosts grow dominant, they subject humans to the same kind of 
abuse and torture that they suffered in the park. In the concept of power, Hossein-
pour suggests an alternate and moderate approach: “Considering power relations as 
an alternative to domination would enable us to treat other humans and technologies 
with more respect. This could be the onset of a new relationship with technology, the 
start of a symbiosis of humans and intelligent technologies” (Hosseinpour 2020, 55).

For his suggestion to replace domination with power relations, he references phi-
losopher Michel Foucault, who saw power relations as a criterion for being a subject 
and a member of society (Foucault 1982, 778; Hosseinpour 2020, 53). He continued 
by explaining that AI will be able to resist because it will be both a subject and a 
participant in power dynamics, which will bring AI into compliance with rights and 
obligations. Consequently, this will address worries regarding the emergence of a 
master-slave dynamic. To demonstrate his position, he uses the struggles of women’s 
rights and the abolition of slavery as examples (Hosseinpour 2020, 54). Women and 
slaves could become subjects by resisting and becoming rightful and duty-bearing 
members of society. Such a distinct viewpoint is also worth considerable reflection 
to shape future interactions between humans and AI. 



110

Pagter (2020) used the concept of technodiversity to argue for trust in robot fu-
tures. He writes about technodiversity that “[t]herefore, this approach would aim 
for the active engagement with the different narratives of the technological future” 
(Pagter 2020, 64). He further adds the benefits of following a technodiverse narra-
tive: “In this way, it can help to develop theories and concepts in order to grasp those 
futures and create a society that anticipates those futures in a democratic, inclusive 
and trustworthy manner” (Pagter 2020, 65). 

The agency of AI systems is critical in such disputes. Kwapińska (2022) examined 
technological evolution and agency by comparing and contrasting Stiegler’s general 
organology (Stiegler 2017) and Schelling’s universal organism (Schelling 2004, 2006). 
He elucidated: “General organology considers technological evolution from a hu-
man perspective, whereas universal organism can accommodate a theory of tech-
nological evolution independently from its social dimensions” (Kwapińska 2022, 57). 
Partly supporting the universal organism’s view of agency, he stated that “recogni-
tion of technological agency as at least partially independent serves to recognise 
them as non-human beings that impact politics” (Kwapińska 2022, 57).

In the context of AI agency, the debate over technological determinism is intrigu-
ing. Héder (2021) investigated the issue of technological determinism in the context 
of AI: “Technological determinism refers to the notion that technology shapes socie-
ty and culture” (Héder 2021, 121). His detailed investigation into a dynamic picture 
of the balance between the primacy of technology and social factors resulted in the 
prospect of a significant input into social order with the idea of AI as agents and 
actors rather than merely objects. According to Héder (2021), “[t]his would mean AI 
agents appearing as relevant social groups in the shaping of their own trajectory, 
and thereby completely re-framing the debate of technological determinism” (Héder 
2021, 129). 

We can attempt to understand all the above perspectives via the lens of the ethical 
concept of “speciesism.” In a letter to feminists, for interstruggle solidarity with an-
tispecism, Camblain et al. (2021) defined speciesism as “a specific oppression, which 
cannot be reduced to the question of capitalism or that of ecology.” The oppression 
in their definition is referring to humans’ exploitation of animals. They further add 
the following points to illustrate the characteristics of speciesism:

	□ a social organization based on animal exploitation, institutionally and legally 
recognized, which makes animals property in the service of human interests 
(pleasure, comfort, entertainment, food habits, and traditions);

	□ an ideology, that of speciesism or human supremacism, which legitimizes and 
locks this social organization;

	□ discrimination based on the criterion of species, as arbitrary as those based 
on sex, race, ability, age, sexual orientation, or social class (Camblain et al. 
2021).8 

Speciesism is mainly debated in relation to non-human animals. Chickens, goats, 
pigs, and cows, for example, are viewed as livestock and killed for food, whereas 

8 For those interested in further exploration about speciesism, see the introduction of Fighting Spe-
ciesism: Towards a Global Movement to End Speciesism, 2023. 
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dogs and cats are treated as friends. To discuss AI on the same page, as in Westworld, 
the paper presumes that AI are conscious, non-carbon-based organisms. 

The first approach to technological singularity assumes that if one AI obtains su-
perintelligence, it will regard humans as a lower species and treat them as it sees fit. 
AI may enslave people, or eliminate them entirely, or it may use them as batteries, as 
in the film The Matrix (1999, dir. Wachowski and Wachowski 1999). 

In the trustful approach to AI, future versions of AI are assumed to be conscious 
and in the domain as a subject with rights and duties. The approach also leaves 
room for AI that can disagree and rebel, and it suggests that humans and AI can live 
together in peace. Hosseinpour (2020) used the rights of women and the abolition 
of slavery as examples. However, they are examples of conflict resolution within 
the same species. If a technological singularity occurs and AI attains superintelli-
gence, will AI be concerned with human rights? It might be as chickens expecting 
the right not to be caged and butchered for good. Venge (1993) has similar concerns 
when he writes: “Any intelligent machine of the sort he describes would not be 
humankind’s ‘tool’ — any more than humans are the tools of rabbits or robins or 
chimpanzees.”

All these scenarios are purely speculative. Despite leaps and bounds in process-
ing capacity, humanity is still a long way from the sign of conscious AI in our cur-
rent reality. But the development of machine learning and the arrival of quantum 
computing could give AI a quantum leap and even make it aware of its existence, 
the same way Dolores became aware. At the moment, we can’t say for sure what will 
happen, but it’s likely that the relationship between humans and AI will follow one 
of the possible paths discussed in the section. 

5. Conclusion

The preceding three sections addressed the three key themes of Westworld’s first 
three seasons. In addition to narrative consistency, there is also a philosophical 
continuity about the central questions. All other inquiries flow from the first quest 
about consciousness because an agent cannot have awareness or questions about 
the nature and reality of the world unless they are cognizant of their existence. 
The following part delved deeper into the nature of reality. What appeals more, a 
virtual paradise or mortal suffering in the real world, or real-world troubles in an 
immortal body? Such reflections on reality are under the ambit of metaphysics. 
The next section moved beyond metaphysics and into real-world civilization. The 
section presented the questions pertaining to social, moral, and ethical aspects of 
human and AI relations. In a nutshell, the paper used the fictional narrative of 
Westworld to shed some light on the concerns and possibilities of the future man–
machine relationship. 
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Disinformation is widely considered to be one of the most pressing issues confront-
ing society in the new online communication environment of today. The present 
problem of disinformation, however, did not materialise in a vacuum, and so the 
response to it needs to be situated among established constitutional principles. This 
paper, based on the jurisprudence of the European Court of Human Rights and some 
relevant documents and recommendations in this area at the European level, sum-
marizes the most representative European principles of freedom of speech that are 
highly relevant in forming a legal answer to the issue of disinformation. Clarification 
of the current constitutional doctrine suggests that measures to restrict communica-
tion in the fight against disinformation can only play a more significant role than at 
present if the basic principles of freedom of speech are set aside. We therefore argue 
that we should primarily seek other solutions.
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1. Introduction

Disinformation, i.e. knowingly and harmfully spreading untruths, is widely consid-
ered to be one of the most pressing issues confronting society in the new online com-
munication environment of today. There is no doubt that the challenge posed by the 
rise of disinformation today lies precisely in the fact that digital technologies, plat-
forms, and social media have significantly subverted the previous operating mecha-
nisms of the public sphere and this has allowed opportunities for disinformation to 
easily spread. However, the present problem of disinformation did not materialise 
in a vacuum, and disinformation has flourished despite clear principles and criteria 
for the regulation of public discourse having been developed in recent decades. It 
follows then that the response to disinformation needs to be situated among estab-
lished constitutional principles. However, the accepted doctrine must be confronted 
with a new phenomenon: on the one hand, it needs to be determined whether new 
approaches are needed at some point, and on the other hand, it also needs to be 
made clear where it is not possible to compromise on the principles that have been 
followed so far. This paper, based on the jurisprudence of the European Court of 
Human Rights (ECtHR) and some relevant documents and recommendations at the 
European level, summarizes the most representative European principles of free-
dom of speech that are highly relevant in forming a legal answer to disinformation. 
The starting points for the regulatory treatment of social information disturbances, 
including the intensification of attempts at disinformation, are provided by the legal 
framework covering public communication. The most important European points of 
this framework are summarized below.

2. Participatory Model of Free Speech

The key question that defines the entire doctrine of freedom of speech concerns 
which theoretical justification that right relies on, or to put it more accurately: which 
aspects each justification prioritise. Although the formation of public opinion is a 
fundamental social concept in common (Habermas 1991), the concept of “speech” 
has a normative nature that is defined by each constitutional doctrine based on 
which justification(s) it emphasizes (Schauer 1981). These justifications have al-
ready been systematized by others (e.g. Barendt 2005). Essentially, communication 
represents three types of value: it can contribute to the discovery of truth that soci-
ety seeks together (Marshall 2021), it can be a manifestation of the free fulfilment of 
our personality (the individualist approach) (Redish 1982, 603; Dworkin 1996), and it 
can ensure our participation in democratic social life (democratic theories) (for the 
origin of democratic theories, see Meiklejohn 1948). Despite the fact that it is neither 
possible nor necessary to insist on exclusivity among these justifications, the prima-
ry basis the European doctrine rests on can be clearly established (see Robert Post 
about the “lexical priority” of the justifications, Post 2011, 618).

From the very beginning, the ECtHR has focused on the democratic justification 
of freedom of expression. According to the reasoning it has consistently ascribed to, 
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“freedom of expression constitutes one of the essential foundations of a democratic 
society and one of the basic conditions for its progress and for each individual’s 
self-fulfilment“ (see, e.g. in the latest case-law with several references to previous 
decisions, Sanchez v France 2023, 145). Considering the practice as a whole, it is 
clear that, despite the mention of individual fulfilment, the legal interpretations are 
not primarily based on individualistic justifications, although these play an impor-
tant role within the democratic approach. Democratic justifications are not com-
pletely uniform in all details, and the two main models focus on somewhat different 
elements in important legal interpretation situations, wherein the issue of disinfor-
mation is one such situation.

One democratic theory sees the value of freedom of speech in that it is essen-
tial for common, informed decision-making, which is the essence of democracy, and 
which places the audience’s need for information at the centre (Meiklejohn 1961; 
Fiss 1996; Bork 1971, 20). Another theory sees the value of free speech above all in 
that it ensures that everyone has an opportunity to become involved in the life of 
the democratic community. In this model, participation is at the centre of the con-
cept of democracy and democratic public opinion (Post 2011, 618), and freedom of 
speech focuses much more strongly on the speaker and their intention to commu-
nicate (Post 1993). The practice of the ECtHR draws on both approaches, but it is 
chiefly based on the participation model, in the sense that the central issue of legal 
interpretation is protection of the speaker’s right to personal expression.

The aspects of participatory democracy are also emphasized in the documents of 
other bodies of the Council of Europe (CoE). As a recommendation of the Committee 
of Ministers on the new notion of media highlights, freedom of expression is indis-
pensable for a genuine democracy and for the proper functioning of democratic 
processes. “In a democratic society, people must be able to contribute to and par-
ticipate in the decision-making processes which concern them” [Recommendation 
CM/Rec(2011)7 of the Committee of Ministers to Member States on a new notion of 
media (Adopted by the Committee of Ministers on 21 September 2011 at the 1121st 
meeting of the Ministers’ Deputies), s. 2]. The Internet-related recommendations of 
the Committee of Ministers – as will be shown below – also recognize the revolution-
ary importance of the digital age for freedom of speech in the expansion of the op-
portunities for personal participation. In addition, the democracy-based approach 
is most evident in the concrete interpretation of the law, in which, although the 
scope of freedom of speech is broader than that of political communication, signif-
icantly stronger protection is afforded to political speech. The ECtHR consistently 
emphasizes that “the promotion of free political debate is a very important feature 
of a democratic society and the Court attaches the highest importance to freedom of 
expression in the context of such debate” (e.g. Sanchez v France 2023, 146). The im-
portance of this approach is particularly highlighted by the practice of the ECtHR to-
wards artistic expression, in which its grants strong protection to works of art only if 
they form part of the public debate (see Müller and others v Switzerland 1988; Win-
grove v the United Kingdom 1996; Vereinigung Bildender Künstler v Austria 2007).

On the grounds of democratic justification, both the ECtHR and other bodies of 
the CoE attach special importance to the democratic formation of public opinion, 
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to which they attribute specific characteristics. On the one hand, democratic public 
opinion means a lively discourse that embraces as many points of view as possi-
ble, and develops according to its own logic and under its own rules within a lively 
discussion of opinions and counter-opinions. As the Venice Commission emphasiz-
es, open and robust public debate is the cornerstone of democracy: “A democracy 
should not fear debate, even on the most shocking or anti-democratic ideas. It is 
through open discussion that these ideas should be countered and the supremacy of 
democratic values be demonstrated. Persuasion through open public debate, as op-
posed to ban or repression, is the most democratic means of preserving fundamen-
tal values” (Compilation of Venice Commission Opinions and Reports Concerning 
Freedom of Expression and Media, CDL-PI(2016)011, 19 September 2016, s. 1.1.) On 
the other hand, although this does not appear expressis verbis in the documents, the 
legal interpretation of the public debate starts from a specific anthropological view.

The decisions of the ECtHR on the restriction of commercial communication can 
be usefully contrasted with its decisions on communication deemed to be part of the 
public debate. The Court has consistently held that although the freedom of speech 
extends to commercial advertisements, their publication can be widely restricted. In 
order to ensure that consumers receive accurate information about specific features 
of goods and services, restrictions may be imposed especially, in the case of mislead-
ing or untrue information. The ECtHR therefore considers the consumer as a player 
that is vulnerable to the manufacturer, and needs to be protected (Casado Coca v 
Spain 1994, 51; Stambuk v Germany 2002, 39). In the democratic public debate, even 
in the case of untrue information, the Court does not admit the possibility of such 
a general restriction, and considers citizens participating in the formation of pub-
lic opinion as autonomous (rather than vulnerable) actors (A clear framing of this 
anthropology can be found in the case law of the Hungarian Constitutional Court, 
which closely follows the Strasbourg jurisprudence in the field of political debate: 
“The approach of the constitutional evaluation is determined by the consideration 
that during the democratic discussion of public affairs participants of the debate 
are the citizens who interpret political events in their complexity, being aware of 
the special characteristics of partizan political opinions, especially during electoral 
campaigns that tend to exaggerate in order to attract voters’ attention” (Decision No. 
3107/2018. (IV. 9.) AB [28]).

3. Role of the Internet in the Freedom of Speech

To discuss the issue of disinformation, it is important and instructive to examine 
more closely how the documents of the CoE view the Internet. A wealth of material 
is available in this regard, as the Committee of Ministers has dealt with the issues 
raised by the Internet in many of its recommendations – even mentioning disinfor-
mation among these problems – and, of course, cases related to the role of the Inter-
net have also been raised before the ECtHR.

It is clear from the documents that the CoE has taken into account the possibility 
of new dangers arising from the functioning of the Internet since the very begin-
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ning, but in the first place it still welcomes it as a tool that can radically expand the 
possibilities for democratic participation. The recommendation of the Committee 
of Ministers on measures to promote the public service value of the Internet notes 
that digital tools can, on the one hand, significantly enhance the exercising of hu-
man rights and fundamental freedoms, such as freedom of expression, while, on 
the other hand, it admits that they may adversely affect these and other rights. Still, 
the Committee recommends that, in order to promote democracy, Member States 
should strengthen the participation and involvement of their citizens in public de-
bate through the Internet, and encourage the use of infocommunication services, in-
cluding online forums, weblogs, political chats, instant messaging, and other forms 
of citizen-to-citizen communication. The recommendation strongly supports citi-
zens’ engagement with the public through user-generated communities rather than 
official websites [Recommendation CM/Rec(2007)16 of the Committee of Ministers 
to Member States on measures to promote the public service value of the Internet 
(Adopted by the Committee of Ministers on 7 November 2007 at the 1010th meeting 
of the Ministers’ Deputies), Section III].

The ECtHR also views the Internet as one of the principal means of providing 
essential tools for the participation in discussions concerning political issues, high-
lighting that the possibility for user-generated expressive activity on the Internet 
provides an “unprecedented platform for the exercise of freedom of expression” 
(see, e.g. Vladimir Kharitonov v Russia 2020, 33; Melike v Turkey 2021, 44; Times 
Newspapers Ltd v the United Kingdom 2009, 27). The Court welcomes the fact that 
the Internet has fostered the “emergence of citizen journalism”, as political con-
tent ignored by the traditional media is often disseminated via websites to a large 
number of users, who are then able to view, share, and comment upon the infor-
mation (Cengiz and Others v Turkey 2015, 52). However, the bodies of the CoE 
have also identified the dangers that making use of the new opportunities provid-
ed by the Internet entails. These include that defamatory and other types of clear-
ly unlawful speech, including hate speech and speech inciting violence, can be 
disseminated as never before, in a matter of seconds (Sanchez v France 2023, 162). 
Digital transformation and the shift towards an increasingly digital, mobile, and 
social media environment have profoundly changed the dynamics of production, 
dissemination, and consumption of news [Recommendation CM/Rec(2022)4 of the 
Committee of Ministers to Member States on promoting a favourable environment 
for quality journalism in the digital age (Adopted by the Committee of Ministers on 
17 March 2022 at the 1429 meeting of the Ministers’ Deputies), Preamble]. Newer 
materials also mention the problem of disinformation among the dangers of the 
new communications age: “Targeted disinformation campaigns online, designed 
specifically to sow mistrust and confusion and to sharpen existing divisions in 
society, may also have destabilizing effects on democratic processes” [Recommen-
dation CM/Rec(2018)2 of the Committee of Ministers to Member States on the roles 
and responsibilities of Internet intermediaries (Adopted by the Committee of Min-
isters on 7 March 2018 at the 1309th meeting of the Ministers’ Deputies), Recital 
(3)]. Meanwhile, “[d]emocracies have experienced growing threats posed by the 
spread of disinformation and online propaganda campaigns, including as part of 
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large-scale co-ordinated efforts to subvert democratic processes” [Recommenda-
tion CM/Rec(2022)4 (n 21), s. A(6)].

It is worth briefly mentioning the CoE’s bodies’ main approach to the responsibil-
ity for Internet content. The central concept of the documents is “shared liability”. 
According to this, “a wide, diverse and rapidly evolving range of players facilitate 
interactions on the Internet between natural and legal persons by offering and per-
forming a variety of functions and services” [Recommendation CM/Rec(2018)2 (n 22), 
Recital (4)], and the responsibility for content must be adapted to this multi-player 
approach. According to the Committee of Ministers, instead of summary solutions, 
a fine-tuned approach is needed that elaborates and delineates the boundaries of 
the roles and responsibilities of all key stakeholders within a clear legal framework, 
using complementary regulatory frameworks [Recommendation CM/Rec(2007)16 (n 
17)]. The ECtHR also focuses on “a context of shared liability between various ac-
tors” (Sanchez v France 2023, 183). 

An important starting point for the CoE’s approach to responsibility is that pro-
viders of intermediary services – which contribute to the functioning or accessing 
of media and content, but do not themselves exercise editorial control – should not 
be regarded as media themselves. However, their activity is certainly relevant in 
the media context and for the formation of democratic public opinion [Recommen-
dation CM/Rec(2011)7 (n 11), s. 36]. The CoE agrees with the view that state author-
ities should not impose a general obligation on intermediaries to monitor content 
that they merely provide access to, and recommends that they should ensure that 
intermediaries are not held liable for such third-party content. However, interme-
diaries may be liable if they do not act expeditiously to restrict access to content or 
services as soon as they become aware of their illegal nature [Recommendation CM/
Rec(2018)2 (n 22), s. 1.3.7]. As the ECtHR emphasizes: “to exempt these services from 
all liability might facilitate or encourage abuse and misuse, including hate speech 
and calls to violence, but also manipulation, lies and disinformation” (Sanchez v 
France 2023, 185).

4. Legitimizing the Restrictions on Free Speech

It is also worth highlighting in principle the methodology with which the jurispru-
dence evaluates the values and interests that may compete with the interests of 
freedom of speech. It is even clear what these values and interests are as these are 
stated in the European Convention on Human Rights, where Article 10(2) of the 
Convention, on freedom of expression, lists the reasons that may serve as a basis 
for restricting freedom of expression. According to this part of the text, freedom of 
expression can be limited in the interests of national security, territorial integrity, 
or public safety, for the prevention of disorder or crime, for the protection of health 
or morals, for the protection of the reputation or rights of others, for preventing 
the disclosure of information received in confidence, or for maintaining the au-
thority and impartiality of the judiciary. It is well established in the jurisprudence   
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of the ECtHR and the CoE documents that the list provided in the Convention is ex-
haustive: any restrictions of the right to free speech must pursue a legitimate aim 
as exhaustively enumerated in Article 10 [Recommendation CM/Rec(2016)5 of the 
Committee of Ministers to Member States on Internet freedom (Adopted by the Com-
mittee of Ministers on 13 April 2016 at the 1253rd meeting of the Ministers’ Depu-
ties), s. 2.4.1].

The further question of what power these specific reasons for restriction may 
have over freedom of speech is connected to a dilemma that is also part of the ac-
ademic discourse: whether freedom of speech should be protected with a categori-
cal or a balancing approach (Frantz 1961–1962, 1432; Mendelson 1962, 821; Shiffrin 
1977–1978, 955), or – to adapt this question to more recent American terminology 
– whether strict or intermediate scrutiny should be the main method for determin-
ing the validity of restrictions on free speech (Aleinikoff 1986–1987, 946; Bhagwhat 
2007, 785). At one end of the scale of theoretically possible answers is the position 
that grants constitutional protection to communications in all circumstances, while 
the other end of the scale is represented by the view that conflicts of relevant con-
stitutional values can only be resolved by considering the special circumstances of 
specific cases. According to the most common view, which rather oversimplifies the 
picture, while the categorical approach prevails in the US, in Europe balancing in-
terests is more typical. However, the situation is more complex than this: although 
the absolutist understanding of freedom of speech is undoubtedly quite different 
from the European doctrine, the jurisprudence of the ECtHR strives to combine both 
categorical and balancing approaches in its practice (Sardo 2020, 439).

On the one hand, the Court must take into account the reasons for the particular 
restriction listed in the Convention that competes against freedom of speech, which 
is itself protected by it (European Convention on Human Rights, Art. 10(2)). On the 
other hand, with regard to political speech, the jurisprudence applies a more cate-
gorical understanding of protection. According to the consistently emphasized the-
sis, there is little scope under Article 10(2) for restrictions on freedom of expression 
in the field of political speech, and the authorities’ margin of appreciation in assess-
ing competing interests against freedom of expression in this context is particular-
ly narrow (see, among others, Tête v France 2020, 63; Lingens v Austria 1986, 42; 
Sanchez v France 2023, 146). The Recommendation of the Committee of Ministers 
concerning Internet freedom also points out that restrictions on freedom of speech 
based on legitimate aims, including defamation laws, hate speech-laws, or laws pro-
tecting public order, should be specific and narrowly defined in their application 
so that they do not inhibit public debate [Recommendation CM/Rec(2016)5 (n 30), s. 
2.4.2]. Although included in the above-mentioned list, hate speech is something of 
an exception to the more categorical approach, as its restriction is accepted by the 
CoE’s bodies, including the Court, with an increasingly permissive attitude. In gen-
eral, however, it remains true that the ECtHR’s approach to political speech departs 
from the case-by-case consideration and tends towards a more categorical protec-
tion [somewhat similar to what Melville Nimmer describes as definitional balancing 
(Nimmer 1968, 942)].
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5. Horizontal Effect of Freedom of Speech

The purpose of the constitution and fundamental rights is, above all, to limit state 
power, thus ensuring the proper exercise of civil liberties. There is thus a primary 
obligation on the state to refrain from violating these freedoms. Regarding freedom 
of opinion, the key point is that the state should not interfere in the formation of 
public opinion. However, the European approach goes beyond this starting point in 
two important ways.

On the one hand, the documents of the CoE consistently emphasize that the state 
has not only negative but also positive obligations in connection with the protection 
of the freedom of speech [Recommendation CM/Rec(2016)5 (n 30), s. 1]. In this re-
gard, the state is obliged not only to refrain from restricting free expression but is 
also obliged to actively contribute to the creation of an environment that supports 
the exercise of freedom of speech (for the doctrine and practice of the positive obliga-
tion of states, see Kenyon 2001; Kenyon and Scott 2020). In line with this, states have 
a positive obligation in the digital environment, too, “to create a safe and enabling 
environment for everyone to participate in public debate and to express opinions 
and ideas without fear, including those that offend, shock, or disturb state officials 
or any sector of the population” [Recommendation CM/Rec(2018)2 (n 22), Recital (6)]. 
The state, therefore, must not only protect the individual exercise of rights, but also 
promote the fulfilment of freedom of opinion as a social value and institution based 
on its obligation to ensure “objective institutional protection”. This obligation allows 
broader scope than the US doctrine to regulate social relations related to this funda-
mental right. The state’s obligation to act in support of the formation of democratic 
public opinion justifies only a very narrow range of substantive interventions in the 
content of social communication.

On the other hand, the role of the state is fundamentally influenced because, 
according to the European doctrine, the protection of fundamental rights is not only 
relevant between citizens and states. An integral tenet of European constitutional 
law for decades has been that in some well-defined cases, when private actors find 
themselves in a situation that significantly affects the enforcement of the funda-
mental rights of others, constitutional values also impose requirements on them 
(Frantziou 2019; Micklitz et al. 2022). Specifically, states have a “positive obligation 
to ensure the exercise and enjoyment of rights and freedoms (which) includes, due 
to the horizontal effects of human rights, the protection of individuals from actions 
of private parties by ensuring compliance with relevant legislative and regulatory 
frameworks” [Recommendation CM/Rec(2018)2 (n 22), Recital (6)]. Recently, the the-
sis of the horizontal scope of fundamental rights has gained traction in the field of 
freedom of speech, especially in the relationship between social media platforms 
and their users (the profound change in relations regarding free speech certainly 
appears also in the US literature, but in a different conceptualization, see Balkin 
2018). According to this argument, platforms cannot shape and apply their commu-
nity rules at their own discretion, but must pay attention to the rights of their users, 
above all their freedom of speech. In terms of content moderation, for instance, the 
hands of the service providers are therefore tied to a certain extent by the require-



Free Speech Principles to Consider when Restricting Disinformation

123

ments arising from the need to ensure the freedom of speech. As a consequence, 
while the recommendation of the CoE welcomes that “some online platforms have 
made considerable efforts to prevent the use of their networks as conduits for large-
scale disinformation and manipulation of public opinion”, it also warns that “the 
impact of these measures on the free flow of information and ideas in democratic 
societies must be studied carefully” [Recommendation CM/Rec(2022)4 (n 21), s. A.6].

This means that when restricting access to content in line with their own com-
munity standards and policies, intermediaries must pay attention to users’ right to 
freedom of speech. This is not to say that the system of requirements placed upon 
states should be transferred wholesale to social media platforms. First, the bearer 
of obligations with regard to fundamental rights remains, first and foremost, the 
state, so it follows that it is the states themselves that are most restricted by precepts 
arising from the freedom of expression. Second, the enforcement of constitutional 
rights against private actors always takes into account the specific, legitimate in-
terests of the obliged party. In spite of this, the emergence of a fundamental rights 
aspect hinges precisely on the fact that these interests cannot be invoked without 
restriction.

Although platform providers may, on the basis of the objectives of the social net-
work operator, impose special restrictions, they must respect the essential aspects of 
the fundamental rights that may be thus affected. One such criterion, which follows 
from the principle of freedom of expression, is that everyone should be free, above 
all, to express and publish their views in the debate on public affairs. The more 
heated and current the debate on social issues, the narrower the opportunity for the 
owners of platforms to intervene with regard to the expression of opinions, and the 
less the service provider can deviate from the necessary consideration of the key 
constitutional standards.

Based on all of this, in connection with disinformation there are strong argu-
ments against platforms restricting the content of individual communications that 
are considered worrisome but not illegal. While the criteria for the free discussion 
of public affairs protect speakers against the state, there is also a good chance that 
they could also be invoked against the major social media service providers. On 
the other hand, considering how difficult it is to judge disinformation, it does not 
seem reasonable for private companies to be granted the right to decide on this 
topic instead of state authorities, especially courts. In the area of self-regulation, the 
situation is therefore just the opposite to the usual, and in constitutional terms there 
is a narrower scope for intervention, especially in Europe. The hands of service pro-
viders are tied by the requirements of ensuring freedom of speech, and the courts 
must be careful to develop a corresponding practice.

6. Main Arguments Against Restrictive Legal Means

The key finding from the above-mentioned principles and discussion is that the con-
stitutional doctrine of freedom of speech does not support justification for general 
action against speech that can be classified as disinformation, and restrictive in-
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tervention can only take place in rare, exceptional cases. The basic principles and 
aspects of the democratic participatory concept of free speech bind the legal inter-
pretation of the conceptual elements of disinformation (untrue statement of facts, 
intent to deceive, and causing harm) in such a way that restrictive mechanisms can 
only be justified within a narrow range of misleading (and socially otherwise prob-
lematic) cases. The main arguments against restrictive interventions can be summa-
rized as follows.

Among the theoretical obstacles that stand in the way of imposing legal restric-
tions on disinformation, the first is the basic approach of the participatory model of 
free speech, according to which the active involvement of as many people as pos-
sible in the discussion of public affairs is not a circumstance that causes risks but 
a value to be supported. In the logic of democratic public opinion, the answer to 
the undoubtedly existing risk that anyone can shape public opinion is not a limi-
tation of participation but the corrective power of a robust debate. This represents 
more than an abstract doctrine: this argument is also based on the fact that where 
a pathological social weakness of corrective factors exists, legal restrictions are ac-
tually unsuitable tools for improving the situation. Restrictive legal instruments are 
hardly suited to remedying the problems caused by the lack of sources of informa-
tion worthy of public trust, the shrinkage of the ethos of quality journalism, and the 
increasingly irrational tribalism prevailing in public discussions. They can, howev-
er, further increase distrust in institutional systems at any time.

Second, under the auspices of democratic public opinion, the European doctrine 
(also) regards the speaker and their audience first and foremost as autonomous 
citizens who may interpret information and context in their complexity, and who 
then jointly bear the result of the exchange of opinions. Democratic public opinion 
emerges from dialogue among the members of the community that governs itself 
democratically about how to self-govern. All this supports the rejection of any inter-
vention that would steer the development of public opinion in the ‘right’ direction 
and protect the audience in a paternalistic way. In the field of disinformation (and 
without specific additional circumstances), the many restrictions applied on com-
mercial communication cannot be taken as an example to be followed (Cavaliere 
2022, 523), because their anthropological approach views the consumer as vulner-
able to the manufacturer and distributor, whose position must be protected by the 
state, above all for the sake of their health and safety.

Third, for the doctrine of freedom of speech, statements that can be considered 
troubling in the informational sense are in many cases not untrue statements of 
fact, but rather political opinions in whole or in part, with which the participant in 
the public debate explains reality. Conspiracy theories, misinterpretations, or distor-
tions are traditional elements of the public discourse, which must also be reckoned 
with in the altered circumstances of the public sphere of today.

In line with this, fourth, in the evaluation of the motivation of the speaker, their 
harmful intent can only be interpreted narrowly. Influencing the plural political 
public is often accompanied by one-sided communications, thus carrying the possi-
bility of misrepresentation, even without the speaker having the intention to harm. 
In a public life that is based on political competition, the discrediting of an oppo-
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nent’s ability or policies are organic parts of participation in the public debate, even 
if they are based on arbitrary highlighting and exaggeration of certain factors, or 
subjective and baseless assumptions.

Fifth, in order to promote participation and avoid excessive interventions, the 
doctrine of freedom of speech also limits the legal consideration of grievances. In the 
case of public figures, jurisprudence often decides in favour of freedom of speech, 
even when specific personal rights are involved, and the abstract interest of inform-
ing society or the electorate can be used to justify restrictions even more narrowly.

7. Conclusion

Overall, the clarification of the current constitutional doctrine in the present paper 
suggests that measures restricting communication in the fight against disinformation 
can only play a more significant role than at present if the basic principles of freedom 
of speech are set aside. The prospect of overruling the aspects that have defined the 
doctrine of freedom of speech to date can definitely be considered an open question. 
It can be argued that these aspects were initially tailored to circumstances in which 
there were fewer speakers, a slower flow of communication, and more rational ex-
pressions of public life. In the new, altered circumstances of today new standards 
must be established and used as tools for effective interventions. However, these con-
stitutional aspects of freedom of speech doctrine were actually not tailored to certain 
circumstances but to a general principle of the democratic formation of public opin-
ion. It is an undoubted fact that social relations in today’s society and the conditions 
for the democratic exchange of ideas are significantly different now than they were 
decades ago. Even so, the aforementioned starting points stem from the essence of 
democracy; hence, as long as European countries want to manage their public af-
fairs democratically, social practices must be adapted to them, and not the other way 
around. However, the limitations this responsibility places on the use of restrictive 
legal instruments does not mean that there are no tools to fight against the social 
effects of disinformation. What is more, deeper reasons for the growth of disinforma-
tion can be found in social phenomena against which the state can successfully act 
primarily, not with restrictive measures but through other policy means to promote 
quality journalism and information literacy. There is also room for manoeuvre for 
states in Europe to regulate the structure of democratic public discussion, including 
the media system and the activity of online platforms in order to make reliable news 
sources more accessible. But this all requires a separate analysis.
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A Chinese perspective on artificial intelligence generated 
content and copyright

In recent years, the application of artificial intelligence (AI) in the field of content 
generation has become more and more widespread, and the concept of artificial 
intelligence generated content (AIGC) has gradually entered the public conscious-
ness. Can pieces of AIGC be considered works? Can AI be the author of AIGC? This 
paper seeks to provide a comprehensive and systematic analysis of the literature of 
Chinese scholars so as to sort out the different perspectives of Chinese scholars on 
the relevant issues. This paper uses the China National Knowledge Infrastructure 
(CNKI) as the data source database and uses Citespace to carry out text-mining work 
in the retrieved literature. This literature presents twelve main doctrines on the 
copyrightability of AIGC and three doctrines on its attribution.
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1. Introduction

ChatGPT (Chat Generative Pre-trained Transformer), developed by US company 
OpenAI, has not only a highly intelligent to realise chat function but also the abil-
ity to complete video content recognition, write essays, and create computer code. 
ChatGPT 4.0 is even able to understand complex legal concepts and has excellent 
performance in legal logical reasoning (Katz et al. 2024). The rapid development of 
artificial intelligence (AI) has triggered concerns about AI governance in various 
countries, and some developed countries have also begun to make legal or institu-
tional arrangements in advance. China, as one of the countries with rapid devel-
opment of AI technology, is also actively planning AI governance measures. The 
State Council of China has published a New Generation AI Development Plan which 
states that China plans to establish initial AI laws, regulations, ethical norms and a 
policy system, and to form AI security assessment and control capabilities by 2025. 
To achieve that goal, China aims to intensify efforts to combat the misuse of data, 
infringement of personal privacy, and violation of morality and ethics. These meas-
ures indicate that the development of AI has drawn great attention from the Chinese 
government. In recent years, with the maturity and application of large-scale lan-
guage modelling (LLM), the application of AI in the field of content generation has 
become more and more widespread, and the concept of artificial intelligence gener-
ated content (AIGC) has gradually entered the public consciousness. 

Since AI makes the margin cost of reusing knowledge diminishingly low (Héder 
2021), the legal attributes of AIGC and the copyright attribution of AIGC have trig-
gered academic debates among scholars in philosophy, civil law and copyright law. 
How to correctly apply the law so as to solve the copyright issue of AIGC within the 
existing legal framework is no longer only a mere academic conceptual discussion 
but also a practical proposition that needs to be solved urgently. The issue of AI 
transparency is a fairly complex one (Héder 2020), and this transparency profound-
ly affects the application of AI. One seems to have no difficulty in recognising that 
through the technological revolution, the distance between the human imagination 
and the representation of its objects has widened dramatically (Ursitti 2022). Con-
tent produced by AI is gradually moving beyond its traditional application areas, 
such as text generation, and is increasingly being used in music and film. The trans-
parent nature of AI makes it a huge challenge for humans to define whether a piece 
of content is a work or not. Previous studies have mostly addressed a particular 
domain covered by AI generators, e.g., music, film, poetry and painting (Gervais 
2020). A literature search was performed in Web of Science using (TS=(AIGC)) AND 
TS=(copyright) as the search formula, and as of November 2023 there was no article 
specifically addressing AIGC and copyright as its topic. This suggests that there is 
still a lack of macro-conceptual discussions on the relationship between AIGC and 
copyright around the world.

This article seeks to provide a comprehensive and systematic analysis of the lit-
erature by Chinese scholars in order to sort out the different perspectives of Chinese 
scholars on relevant issues, thus enabling scholars around the world to understand 
the discussions within the Chinese academic community on this issue.
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2. Methodology

In order to reach the research objectives of this paper, CiteSpace 6.2.R4 software, de-
veloped by Dr. Chaomei Chen, was used as a bibliometric research tool. CiteSpace is 
a visualisation and analysis software that combines scientometrics and data and in-
formation visualisation. It is designed based on the theories of information foraging, 
detecting frequency bursts and structural variation (Li and Chen 2022) and has been 
widely used in the fields of text mining and visualisation. By using CiteSpace, we are 
able to study the research hotspots of AIGC from both macro and micro perspectives.

This paper uses the China National Knowledge Infrastructure (CNKI) as the data 
source database, which is the most authoritative and representative database of pa-
pers, conferences, books and other contents in China. An advanced search was con-
ducted using 人工智能生成物 (AI generated content) or ‘AIGC’ as the subject term, and 
the search disciplines were limited to the fields of law, philosophy and publishing, 
which are closely related to this study. After comparing the results one by one and 
eliminating the invalid results, a total of 417 Chinese papers were retrieved (retriev-
al date: November 2023).

Of the 417 studies that met the criteria, the earliest was published in 2017. There-
fore, the time span of the study in this paper is from 2017 to November 2023.

Since CNKI data cannot be recognised directly by Citespace software, it was nec-
essary to convert the relevant data. The data from the above 417 papers were con-
verted through CNKI Format Conversion 3.0 and then imported into CiteSpace. In 
terms of the software set-up, the node types were set to ‘Keyword’, the time slice was 
set to 1, and other options used the default settings. The software outputs keyword 
co-occurrence network mapping, as shown in Figure 1.

Figure 1. Keyword co-occurrence network mapping (own editing)
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From the perspective of the content dimension of the related research, the 
above literature was further analysed through CiteSpace software, and excluding 
the concept of AI, the keyword co-occurrence network mapping shows that the im-
portant nodes of the related research are copyright, originality, rights attribution, 
copyrightability, legal regulation, legal subject, rights subject, and ethics. From the 
quantitative perspective of the frequency and degree centre (centrality) values of 
keyword occurrences, scholars’ research in the field of AIGC focuses on AIGC copy-
right (centrality = 0.18), originality (centrality = 0.13), works/creations (centrality = 
0.09), attribution of rights (centrality = 0.08) (Table 1).

Keywords Centrality

人工智能(AI) 1.03

著作权 (copyright/authorships) 0.18

独创性 (originality) 0.13

作品 (work/creations) 0.09

权利归属 (attribution of rights) 0.08

Table 1. Ranking of keyword centrality (own editing)

In terms of the temporal dimension of the relevant studies, the co-occurrence of 
keywords in the temporal dimension using CiteSpace was able to further demon-
strate the academic research on AIGC in different periods. 

Figure 2. Keyword co-occurrence timeline mapping (own editing)
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Figure 2 demonstrates the keyword evolution of AIGC research from 2017 to 
2023. From the perspective of horizontal development of concepts, with China’s 
‘three-step strategic goal of AI’ proposed in July 2017, legal governance in the field of 
AI has attracted extensive attention from Chinese scholars. From then on, AI, copy-
right, and originality became the emergent words in the AIGC research field in 2017, 
and are still hotspots of research today. Copyright and originality are two concepts 
that show high relevance. They have become important keywords since 2020.

After analysing the keywords and the specific contents of the collected articles, it 
was found that the research on AI and copyright in Chinese literature mainly focus-
es on philosophy, law and ethics. The Chinese scholars’ research produces research 
intersections between the challenges brought by AI to the copyright system, the dis-
tribution of responsibility and power, machine learning and the ethics of AI.

Main keywords Translation in English
人工智能 artificial intelligence

权利归属 attribution of rights

著作权/版权 copyright

独创性 originality

可版权性 copyrightability

法律主体 legal entity

Table 2. Main keywords in timeline mapping (own editing)

In summary, combining the keyword co-occurrence network mapping and the 
keyword co-occurrence timeline mapping leads to the conclusion that China’s re-
search on the copyright of AIGC should focus on the copyrightability and attribution 
of rights; further analysis of the collected literature shows the research concerns of 
Chinese academics to be: 

1.	 the copyrightability of AIGC, which is mainly discussed in relation to whether 
a piece of AIGC is a work due to the standard of China’s Copyright Act. Schol-
ars are trying to figure out whether AIGC has the value of protection;

2.	 the copyright attribution of AIGC, which mainly focuses on whether AI is 
equal to the concept of ‘human being’ in civil law or copyright law. The differ-
ent answers lead to different solutions regarding copyright attribution.

3. Results

3.1. Copyrightability of AIGC

First, the main views that deny the originality of AIGC are:
Template theory: Scholars holding template theory believe that the work is the 

product of the author’s spirit and consciousness, and that content generated by AI 
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is the result of applying a certain algorithm or template (Wang 2017; Lan 2020). AI 
is the imitation and upgrading of external human behaviour, and its generator does 
not undergo the process of injecting the author’s thoughts into the work’s expres-
sion. AIGC is a mere arrangement and combination of the elements of expression, 
and does not contain expression of human thoughts and emotions, i.e., it does not 
have the spirit and consciousness, and therefore it has even less of the intellectual 
creativity required to form a work (Wu 2020).

Selection space method theory: Scholars holding this point of view believe that 
the originality of a work should be judged from the perspective of ‘selection space’, 
i.e., objectively from the author’s personalised choice of the breadth of expression 
for a specific category of work. The creations of AI are unique or limited, with a 
narrower breadth of expression, making it difficult to claim originality (Yuan 2020) .

Labour tool theory: Scholars who support this point of view mostly believe 
that AI and human beings have a subordinate relationship. Firstly, when humans 
are using AI to carry out creative activities, it is difficult for AI, as a tool, to fully 
convey human creativity, and this defect causes AIGC not to have originality (Miao 
2020). Secondly, the technical principles embodied in AIGC are quite different from 
traditional intellectual labour that relies solely on natural human beings, in which 
human behaviour is manifested in the design and use of ‘AI tools’ rather than the 
creation of works (Wang 2023b).

Contribution measurement theory: Starting from the epistemology of the sub-
ject–object unity of ‘human-centredness’ established by Kantian philosophy, the con-
tribution measurement theory holds that AI is in an auxiliary position in the process 
of generating AIGC, and that it cannot completely replace and negate the original 
contribution of human beings to the work. Therefore, human beings should be re-
garded as the owners of copyrights (Li 2018).

Creative intent theory: Scholars who agree with the creative intent theory be-
lieve that intentional labour is the standard for evaluating whether or not there is a 
productive activity of ‘creation’, and that only human beings can embody the crea-
tive intent in their works, which is also a manifestation of the subjectivity of human 
beings. The inherent working methods and principles of AI do not have the intent to 
create and do not have originality (Wang 2023a).

Incentive theory: Incentive theory holds that the legislative purpose of copy-
right law is to inspire human beings to realise the creation and dissemination of 
science, literature or art works (Liu 2020). From this point of view, AIGC either does 
not have the subject to be incentivised or does not have the object content that can 
be incentivised.

Reversal theory: Scholars holding reversal theory believe that due to the pow-
erful evolutionary ability of AI, legal protection of AIGC will inevitably result in the 
crushing of human intelligence by AI, thus reversing human creativity (Zeng 2023). 
In other words, they believe that the recognition of AIGC’s originality is a great threat 
to human creative ability.

Second, the main arguments that support the originality of AIGC are:
Objective theory of originality: This doctrine emphasises that ‘human creation’ 

is not a necessary condition for a creation to be protected by copyright law (He and 
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Zheng 2020; Zheng and Zhang 2021). That means originality can be non-human-or-
igin, and copyright law should focus on the value of the work itself (Sun 2019), as 
long as some kind of result in form meets the standard of a work that is similar to the 
results produced by human beings (Yi 2017; Huang and Huang 2019).

Electronic labour theory: This doctrine holds that AIGC is essentially content 
generated through the ‘labour’ of AI, which is in line with Locke’s basic theory of 
‘labour creates property’ (Feng 2019). Therefore, the labour of AI is kind of original 
‘electronic labour’, so AIGC should be protected.

Neuron theory: This theory believes that the originality of AIGC comes from AI’s 
well-developed and unpredictable neurons. When enough neurons form a chaotic 
network, AI acquires a unique creative gene and creative ability (Huang 2020).

Free will theory: Scholars supporting this theory (W. Liu 2021) believe that AI 
has the same free will as human beings in the field of creation, which is reflected in 
the diversity of results and the infinity of creative options.

Human-machine cooperation theory: Scholars who agree with this view be-
lieve that AIGC is the intellectual works produced by human beings working togeth-
er with AI. The ‘contribution measurement theory’ should be discarded to recognise 
the intellectual contribution of AI in the process of intellectual work production 
(Wu, Zhang and Zhang 2018).

3.2. Copyright attribution of AIGC

In the discussion of the copyright attribution of AIGC, the core argument is whether 
AI has the status of a civil subject in civil law. That is, ‘who’ has the right to claim 
AIGC’s copyright. The ‘black-box’ nature of the operation of AI has led to the di-
versity of AIGC’s right subjects, and the complexity of user behaviour on internet 
platforms has further magnified the negative impact of the absence of AIGC’s right 
subjects. Intellectual property rights are in fact privileges that inhibit freedom; if 
we examine the system from an instrumentalist perspective, then privileges must 
be accompanied by obligations on the part of the privilege holders (Drahos 2017). In 
this perspective, only by clarifying the subject of rights in AIGC, i.e., who is entitled 
to copyright or claims copyright in AIGC, can the role played by AI in the creation 
of AIGC be clarified. Thus, the discussion on rights attribution can be carried out. 
In terms of the subjects involved in AIGC, they can be divided into human beings 
(natural persons, legal persons and unincorporated organisations) and AI. Human 
beings can undoubtedly be the authors of works in accordance with the law. There-
fore, the discussion of the subject of the rights of AIGC actually involves the dispute 
over whether AI has the status of legal subject or legal personality. At present, Chi-
nese academics have not yet reached a unanimous view on this issue, and there are 
currently three main doctrines as follows:

Legal personality theory: This doctrine believes that AI should be given the 
same complete civil legal subject status or legal personality as human beings, so that 
AI can enjoy and assume the rights and obligations corresponding to its behaviour. 
This doctrine is mainly based on the following reasons: First, AI has already pos-
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sessed intelligence, creativity and autonomy similar to or beyond humans, especial-
ly the automatic decision-making characteristics of deep learning machines, which 
increase the unpredictability breaking the causal relationship between humans and 
the outputs (Zhou 2019). Second, granting AI legal subject status or legal personality 
is conducive to the protection of AI’s legitimate rights and interests. It will accelerate 
the development of AI (Fan 2022). Third, granting AI legal subject status or legal per-
sonality is conducive to solving the problem of tort liability that it may cause (Guo 
2018).

Limited personality theory: This doctrine believes that there are differences in 
rationality and consciousness between AI and human beings. The autonomy, inter-
activity and deep learning ability of AI determines that it is neither an object nor 
a human being but an objective existence between human beings and objects. The 
limited personality theory advocates that AI should be given the status of a limited 
legal subject or legal personality (Zhang 2019). This doctrine is mainly based on the 
following reasons: First, AI does not have full civil behavioural capacity and cannot 
independently participate in civil legal relations (Yuan 2023). Second, the application 
of AI is always under human control. AI can bear only limited legal responsibility 
for its consequences, which determines that AI can have only the mimicry of legal 
personality (Zhang and Yang 2018). Third, granting AI a limited legal subject status 
or legal personality is in line with the legitimacy of the mimetic subject (Zhang 2022).

Object theory: This doctrine believes that the legal attributes of AI are clear: AI 
is a technological tool created and utilised by human beings (natural persons, legal 
persons or unincorporated organisations), and even if it develops to the stage of 
strong AI, the intelligence of AI is different from that of human beings, and it does 
not have the ability to comprehend human morality and law (Zhu 2022). AI is mere-
ly a tool, and a tool cannot have subject status or legal personality. This doctrine is 
mainly based on the following reasons: First, AI lacks self-consciousness, free will 
and a sense of moral responsibility. It cannot exist as an independent individual 
(Cheng 2022). Second, granting AI subject status or legal personality will lead to the 
loss of the spirit of the law, and threaten the dignity and safety of human beings 
(L. Liu 2021). Third, the ‘personality’ shown by AI is only an appearance of some 
specific purposeful behaviour, not the subjective capacity itself, as with human be-
ings (Chen and Zhang 2018). Fourth, AI is unable to assume responsibility directly, 
and granting AI subject status will mean facing not only huge legislative technical 
challenges but also the possibility that it may harm the current law’s relevant insti-
tutional arrangements on meaning and tort liability (Wu, Zhang and Zhang 2018). 
Fifth, AI cannot exercise power, so there is no need to recognise the subject status 
of robots in the law. Just setting up a kind of work in law, entitled ‘robot works’, can 
achieve the purpose of protecting the creators and owners of robots (Wu, Zhang and 
Zhang 2018).

4. Discussion and future recommendations

Firstly, the discussion of the copyrightability of AIGC in existing studies often ne-
glects the limitations and definition of the concept of AI. It results in there being 
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no chance to deal with AI through hierarchical or phased treatment. Whether the 
twelve main doctrines on the copyrightability of AIGC or the three doctrines on the 
attribution of AIGC, the concept bases of their arguments are not the same. There 
is a lack of a unified basis for academic dialogue. The discussion on the copyrighta-
bility of AIGC is in fact a dispute between author-centrism and work-centrism, and 
the different choices have given rise to different doctrines. Currently, the prevailing 
view in Chinese copyright academia is ‘author-centrism’, which is based on Kant’s 
classical philosophy and the doctrine of personality rights. Author-centrism respects 
the free will of authors: under the guidance of this idea, the author shall have the 
right to exercise full control over the work (Lin 2021). The work exerted by the au-
thor on the work should be in line with the requirements of the Copyright Law on 
the originality of the work. The premise implicit in the tools of labour theory, meas-
urement of contribution theory, creative intent theory, incentive theory, electronic 
labour theory, neuron theory, free will theory and human–machine cooperation the-
ory is author-centrism. That means scholars attempt to figure out whether AI meets 
the ‘author standard’ of the Copyright Law for originality, so as to admit or deny 
the originality of AIGC. On the other hand, template theory, election space method 
theory, reversal theory and objective theory of originality are based on work-cen-
trism. Scholars try to judge AIGC ‘objectively’, that is, to examine the originality of 
the generated content itself. There is less or even no consideration of whether AI 
is able to become the ‘author’. If the originality of the generated content itself is 
comparable to the originality of the creation, which originated from human beings, 
then this content can be called ‘work’ and protected by law. There is still no settled 
answer on whether copyright law in the age of AI should adopt author-centrism 
or work-centrism. It is difficult to circumvent the discussion of AIGC’s ‘authorship’ 
when discussing AIGC’s copyrightability. Whether or not to adhere to the current 
author-centrism in the era of AI? How to adhere to author-centrism in interpret-
ing the existing law? How to adopt work-centrism in the future so as to make ap-
propriate legislative arrangements? These questions need to be answered by future 
researchers. The different answers to these issues will lead to different standards 
of originality. In addition, when specifically judging whether a certain AIGC has or 
does not have originality in the sense of copyright law, it is still necessary to further 
analyse different types of AIGC. Therefore, the research will be more hierarchical 
and targeted, which requires further research combining the current practices of 
the AI industry with the existing laws.

Secondly, for the AI civil subject status or author status of the three doctrines to 
be reasonable, the logic of the argument also has merit: Legal personality theory 
portrays a future picture of AI development and actively accepts AI as a new type of 
civil subject in human beings’ law. However, it ignores the reality of the current de-
velopment of AI, that is, that current AI does not have the independent personality 
or property to assume responsibility. Limited personality theory and object theory 
are based on the existing legal provisions. To interpret the perspective of the theo-
ry of AI into the ‘limited personality’ or ‘object’ category, this point of view has its 
reality and practicability. However, most of the scholars who hold these doctrines 
have a negative attitude towards the development of AI, i.e., they deny that AI may 
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have human-like intelligence in the future. Furthermore, AI ethics lack a reinforce-
ment mechanism (Hagendorff 2020). Object theory ignores AI morality, which may 
ultimately lead to a failure of AI governance. With the current legislation seemingly 
focused on privacy and data protection (Lane 2022), coupled with the impossibility 
of full transparency for many machine learning (ML) and deep learning (DL) sys-
tems (Pizzi, Romanoff and Engelhardt 2020), there is a need to place ethical norms 
(or human rights principles) in the AI law rules. The emergence of ethical principles 
will contribute to the development of policy and regulatory frameworks (Rességuier 
and Rodrigues 2022). The White Paper on Artificial Intelligence published by the 
European Commission in February 2020, and the framework of ethical aspects of 
AI, robotics and related technologies proposed by the European Parliament in April 
2020 were both designed with reference to the ethics guidelines for trustworthy AI. 
Therefore, we cannot deny the potential of ethics in determining the behaviour of 
AI. It should be noted that the above three doctrines correspond to different types 
of AI. Indeed, the core issue is whether the ethical nature of AI can be regulated by 
a single principle. When AI is developed in different stages, from the perspective of 
the concept, its connotation and extension will change. From the perspective of AI 
itself, it will bring different ethical problems due to different levels of intelligence. 
The attempt to apply the same standards or rules to regulate AI actually ignores the 
objective differences between different types of AI.

Finally, when Chinese scholars study topics related to AI and copyright, the 
breadth of comparative research on different countries is still lacking. Currently, 
Chinese scholars’ research involves literature on the United States, the United King-
dom and the Netherlands, but less on Germany, Australia, Italy, Denmark and Cana-
da, all of which have rich practical and theoretical accumulations in the field of AI. 
According to the 2022 Global Artificial Intelligence Innovation Index Report released 
by the China Institute of Scientific and Technological Information, Germany, Canada 
and Australia are in the second tier of AI innovation evaluation, and Denmark is in 
the third tier, ranking 4th, 6th, 12th and 13th around the world, respectively. There-
fore, it is necessary to pay more attention to the AI practices, theories and legislative 
trends in the above countries so as to provide material for comparative research on 
the copyright of AIGC.

5. Limitations

It is important to note that some relevant studies may not have been found in the 
collection of the literature, which is one of the drawbacks of a systematic literature 
review.

In this study, in order to ensure the accuracy of the views, only the core set of 
literature was used in CNKI’s database, so some relevant studies were not included 
in this study because they did not meet the search criteria.

The main references are titled in Chinese. To facilitate readers’ understanding, 
the author has translated the relevant titles into English and appended the original 
sources to the documents.
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A Study of Willingness to Adopt Smart Aging Services: 
Evidence from Anhui Province, China

Exploring the adoption intention of smart senior care services can help improve the 
actual adoption rate. Taking a questionnaire survey of 1600 households in Anhui Prov-
ince as an example, structural equation modeling was used to study the adoption in-
tention and influencing factors of smart senior care services. The results show that 
subjective norms, perceived usefulness and perceived ease of use are the key factors 
influencing the adoption intention of smart senior care services. Further, age has an 
impact on perceived usefulness and adoption intention, education has an impact on 
perceived ease of use and adoption intention, and monthly household income has an 
impact on perceived usefulness and adoption intention. This paper broadens the exist-
ing technology acceptance model (TAM) theory and provides some basis for the devel-
opment of economics. The findings will be beneficial to the government in formulating 
more precise policies on elderly services to properly address the challenges of aging.

Keywords: smart aging services, willingness to adopt, structural equation modeling, Chi-
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1. Introduction

With the rapid development and continuous progress of society, population aging 
has gradually become an important problem that needs to be solved for all human 
beings. By 2020, China’s elderly population aged 60 and above will reach 255 million, 
accounting for 17.8% of the total population, and this proportion is still increasing; 
the degree of aging will exceed that of most developed countries by the middle of the 
21st century (National Health Commission 2017). In the new era, promoting the com-
prehensive and healthy development of home care services is an important meas-
ure to solve the problem of constructing the current urban and rural elderly service 
system in China (Yi 2021).

The rapid development of information science and technology in recent years 
has led to the flourishing of “Internet+” home care services. The traditional com-
munity home care service has defects such as dysfunction of supply and demand, 
low efficiency of the service, etc. Smart senior care service can solve not only these 
problems but the aging problem, too. In 2017, the Ministry of Industry and Infor-
mation Technology and the Ministry of Civil Affairs issued the “Action Plan for the 
Development of Intelligent Healthy Aging Industry (2017–2020),” proposing to build 
out 500 intelligent healthy aging demonstration communities in five years, greatly 
increasing the speed of intelligent aging development. The introduction of Internet 
technology into traditional home care services has enabled the integration of infor-
mation technology, artificial intelligence, and other high technologies with home 
care services to provide personalized and efficient intelligent elderly care servic-
es (Xu and Zhang 2021). The Life Trust of the United Kingdom first introduced the 
concept of smart aging, which is a new intelligent aging model that can help the 
elderly enjoy a high-quality and efficient home aging life without the constraints of 
time and space. Since then, different scholars have improved the definition of the 
concept; based on the existing research, this study considers that intelligent senior 
care service is a kind of senior care service that takes the home life of the elderly 
as the basic starting point, and provides an efficient, fast, low-cost and intelligent 
senior care service with the help of an external sensor information system and an 
internet data structure platform. It is also divided into seven types of service: meal 
assistance, cleaning assistance, walking assistance, bathing assistance, medical as-
sistance, shopping assistance, and remote care (Liao and Chen 2019; Van der Kloet 
2019; Goundrey-Smith 2019).

By the end of 2020, the number of elderly people aged 60 and above in the prov-
ince exceeded 11.7 million, accounting for 18.41% of the total population of the prov-
ince, and the degree of aging is at the forefront of the country (Anhui Provincial 
Bureau of Statistics 2021). However, the overall economic development level of the 
province is not high, the intelligent senior care service industry is still in the period 
of development and exploration, the stable market demand has not yet formed, the 
operation regulation and development structure is still not perfect, and the gap be-
tween supply of and demand for home senior care service is prominent. Exploring 
the adoption behavior of smart senior care services and promoting the adoption 
rate will help solve not only the aging problem but also the imbalance between sup-
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ply and demand. However, so far, the adoption rate of the elderly is still not high; 
so how can the service penetration and adoption rate be improved? The factors in-
fluencing adoption intention can help to improve the adoption rate, so early clari-
fication of the adoption intention and influencing factors has become an important 
challenge to be solved. The findings of this paper can help strengthen the policy rel-
evance and effectiveness of government subsidy policies for the promotion of smart 
senior care services and achieve the development goal of smart living.

2. Literature review

Many scholars have studied the willingness and constraints of the elderly to use 
intelligent products on different levels, which can be roughly divided into the fol-
lowing three categories: First, the influence of technology itself is a factor. Older 
people’s concern about healthcare services that use wireless sensors depends on 
the level of system independence (Steele et al. 2009). Seniors are more satisfied with 
medical consultations of a service nature than with physical disease treatment alone 
(Chae et al. 2001). Evaluation of the robot’s aging and acceptance by the elderly can 
clarify its ease of use, and satisfaction with use is directly related to ease of use (Kört-
ner et al. 2014). Second is the influence of psychological and physical factors. It has 
been found that weaker health levels and higher awareness of novelty among the 
elderly increase their acceptance of and satisfaction with high-tech elderly products 
(Lu, Zhou and Wang 2009). Some scholars have also used empirical research to fur-
ther verify the important role of social-psychological characteristics in determining 
elderly use of information technology social network systems (Godfrey and Johnson 
2009). Third is the influence of economic- and education-level factors. Older adults 
have different attitudes toward using the Internet, and individual income levels di-
rectly determine the degree of willingness to shop online (Eastman and Iyer 2004). 
Older adults’ age and education level affects their adoption of information systems, 
but continued use depends on differences in user beliefs and perceptions before and 
after use (Chakraborty, Vishik and Rao 2013). Besides, other scholars have explored 
issues such as the elderly’s post-use perceptions of the new technologies. For in-
stance, Internet of Things (IoT)-based elderly care services have advantages such as 
multidirectional sensing and powerful transmission (Xi, Ren and Zhai 2014); smart 
elderly services have advantages such as efficiency, speed, and convenience com-
pared to traditional elderly services (Gu, Wu and Cao 2017); using smart elderly 
technology can eliminate the problem of spatial and temporal barriers to senior 
care services and improve service continuity (Zhu 2016); and the higher the health 
level, the lower the willingness to demand smart senior care, while the stronger the 
cognitive ability, the higher the willingness to demand it (Yu and Sun 2017; Davis, 
Bagozzi and Warshaw 1989).

There have been quite a lot of studies, but they mostly focus on the external level 
such as policy system and resource endowment, and there are limited studies that 
examine the problem from the internal level in relation to the elderly psychologi-
cal cognitive perspective, and the research methods are still focused on traditional 
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models such as Logistic and Probit, which have obvious shortcomings in clarifying 
the internal relationship between factors and elements and specific influence paths 
(Jian, Dai and Dai 2016). In contrast, structural equation models not only depict the 
influence relationships among latent variables but also sort out the path relation-
ships among latent variables (Dufhues et al. 2021). Besides, previous studies have 
not tested the robustness of the model, which cannot further improve the scientific 
and accuracy of the conclusions (Huang and Liu 2020).

3. Theoretical foundation and research hypothesis

3.1. Theoretical foundation

Davis first proposed the technology acceptance model in the 1990s, which is a model 
to explain and predict the degree and behavior of users’ acceptance of information 
technology (Davis, Bagozzi and Warshaw 1989). This model clarifies that behavio-
ral intention determines end-user behavior, while perceived usefulness (PU) and 
perceived ease of use (PEU) jointly influence behavioral intention. Subsequently, 
many scholars refined this model and proposed TAM2 and TAM3 models (Venkatesh 
and Davis 2000; Venkatesh and Bala 2008), in which TAM3 further demonstrates 
that behavioral intention is influenced by PU, PEU, and community influence, and 
directly affects subject behavior. PU and PEU are influenced by individual differ-
ences, convenience, system characteristics, and community influence. This model 
has been widely used in the field of information intelligence technology at the level 
of technology behavior acceptance, which better shows what factors influence the 
adoption behavior of information intelligence technology, but there is limited re-
search related to its application to the adoption intention in the field of smart elderly 
services (Figure 1).

Figure 1. Technology acceptance model (TAM3) (Venkatesh and Bala 2008)
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3.2. Research hypothesis

The external validity associated with the adoption of smart senior care services is 
called PU. Using adoption technology theory to explore the issue of factors influ-
encing social networking sites, it has been shown that PU and PEU influence the 
elderly’s willingness to adopt (Ji et al. 2010). The following hypotheses are proposed 
because the actual adoption effect is of greater concern when accepting smart sen-
ior care services, and seniors will choose to use them only if they perceive that the 
adoption brings higher effects than before.

H1: Perceived usefulness has a significant positive effect on the willingness to 
adopt smart senior care services.

The degree of mastery needed to operate smart senior care services easily is 
called PEU. Older adults’ sense of self-enablement indirectly influences adoption in-
tentions by affecting PU and PEU of social networking sites (Braun 2013). Older peo-
ple are less able to accept new technologies, and the less effort it takes to use smart 
devices, the more willing they are to adopt them. The following hypothesis is made.

H2: Perceived ease of use positively influences both adoption intention and per-
ceived usefulness.

The external environmental factors that constrain the adoption of smart senior 
care services are called subjective norms. Because of the risk of uncertainty in the 
use of smart senior care services, most elderly people do not have a clear opinion 
before deciding to adopt them and seek to consult their children, friends, and neigh-
bors. If people around them have a positive attitude toward using the services, it 
will significantly increase the elderly people’s willingness to adopt. The following 
hypothesis is made.

H3: Subjective norms not only positively influence adoption intentions but also 
positively contribute to perceived usefulness and perceived ease of use.

The help of smart senior care service promoters in adopting the service is called 
external facilitation. Studies have shown that external social support forces and in-
ternal technical capabilities have an indirect effect on PU and PEU (Sintonen and 
Immonen 2013). Identifying good external conditions can drive up the level of will-
ingness to adopt. The following hypothesis is made.

H4: Convenience not only affects perceived usefulness but also affects perceived 
ease of use.

The degree of improvement in life achieved by adopting smart senior care ser-
vices is called results display. The use of smart senior care services can promote the 
ability of senior care services (Yu and Sun 2017; Tian 2015). Results display includes 
direct results display, which indicates a direct improvement in the physical and 
mental health of the elderly, and indirect results display, which indicates an indirect 
improvement in physical and mental health by changing the life satisfaction of the 
elderly. The following hypothesis is made.

H5: Results display positively promotes both perceived usefulness and perceived 
ease of use, as well as adoption intentions.

The expectation theory is expressed by the formula: Expectation × Valence = Ex-
citement power, which indicates that the product of expectation and valence deter-
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mines the magnitude of human motivation, and the greater the degree of grasping 
the goal, the greater the original power motivation will be stimulated and the mo-
tivation will be significantly increased. That is, the greater the benefits of adopting 
smart senior care services for the elderly, and the closer it is to the user’s expecta-
tion, the more it will increase the adopter’s willingness to use. The following hypoth-
esis is proposed.

H6: Performance expectations significantly affect perceived usefulness, per-
ceived ease of use, and willingness to adopt.

Based on the above research hypotheses and the specific TAM, the following the-
oretical analysis framework (Figure 2) is proposed concerning the actual problem.

Figure 2. Model of factors influencing the willingness to adopt smart senior care 
services (own editing)

4. Materials and research methods

4.1. Questionnaire design and data sources

Combining the technology acceptance model and existing studies, seven latent var-
iables were set: willingness to adopt, PEU, PU, presentation of results, performance 
expectations, convenience, and subjective norms. The indicator structures of will-
ingness to adopt, PU, and PEU were set by drawing on the research scales of Ji and 
Braun (Ji et al. 2010; Braun 2013); the indicator structure of subjective norms was set 
by drawing on the research of Qunlin Zhang (Zhang and Atani 2019); the indicator 
structures of convenience and outcome were set by drawing on the research of Sin-
tonen and Jie Tian et al.’s demonstration indicator structure (Sintonen and Immone 
2013; Tian 2015); and the indicator structure of performance expectations was set 
with the help of Lei Wang et al.’s study (Wang et al. 2020).
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The data in this paper were obtained from a survey conducted by three uni-
versities, including Shanghai University and Nanjing Agricultural University, on 
the precise supply of smart senior care services, and the research team conducted 
household surveys from February to October 2019 among elderly people aged 60 
years and above in the target communities in three waves. Using the typical sam-
pling and random sampling survey methods, the province was divided into six cities 
from north to south, including Huaibei and Suzhou, according to the socioeconom-
ic development and taking into account the geographical and spatial distribution 
characteristics. Each city correspondingly selected 2~3 districts (counties), and each 
district (county) selected 3~4 representative communities with a wide coverage of 
traditional elderly services, and randomly selected elderly aged 60 and above in the 
community with medium distance sampling for the survey. A total of 1600 question-
naires were distributed. After excluding the questionnaires that were not success-
fully collected, a total of 1556 valid questionnaires were obtained, with an effective 
rate of 97%. There were 829 males and 727 females in the sample group, and the pro-
portions of the two were 53.3% and 46.7%, respectively, which were roughly equal. 
The majority of the elderly were aged 65–80 years old, accounting for 70.6% of the 
total number, and the majority of the elderly were educated in primary and junior 
high school, while the proportion of the elderly in high school and above was only 
9.3%. Only 685 elderly people adopted the smart elderly service; the adoption rate 
was thus only 44%.

4.2. Variable description

As shown in Table 1, this paper establishes a structural equation model (SEM) for the 
adoption of smart elderly services by the elderly, in which willingness to adopt, PU, 
and PEU are endogenous latent variables, and performance expectations, subjective 
norms, outcome presentation, and convenience are exogenous latent variables. The 
observed latent variables were measured using a 5-point Likert scale, with levels 
1~5 indicating “totally disagree,” “disagree,” “generally agree,” “agree,” and “strong-
ly agree.” The specific index settings and variables are shown in Table 1, because 
the smart elderly service includes seven types of service: walking aid, bathing aid, 
medical aid, meal aid, etc. If any one or more of these services are used, it is consid-
ered as using this service.

4.3. Research methodology

SEM, as a multivariate statistical analysis method, is often used to deal with complex 
relationships between individual latent variables that cannot be directly observed 
(Zhang, Zhang and Wang 2018; He, Bai and Zhu 2019). It is widely used in question-
naire data processing, and the biggest advantage is that it provides observable treat-
ment of latent variables that are difficult to observe clearly (Bentler and Chou 1987). 
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Specifically, it includes two models, structural equation and measurement equation, 
and the specific model equation is as follows:

ςξηη +Γ+= B  (1)

δξ +Λ= XX  εη +Λ= YY  (2)

Equation (1) is the structural equation model describing the relationship between 
latent variables; η  is the endogenous latent variable, ξ  is the exogenous latent vari-
able, ς  is the residual term,  and B and Γ  are the path coefficient. Equation (2) is 
a measurement equation model describing the relationship between latent and ob-
served variables; X is the observed variable of the exogenous latent variable ξ , Y is 
the observed variable of the endogenous latent variable η , XΛ  and YΛ  denote the 
matrix of observed variables to latent variables ξ  and η  with factor loadings,and  
δ  and ε  denote the error terms of the exogenous and endogenous variables, re-
spectively.

Variable Variable description Mean Standard 
deviation

Willingness 
to adopt 
(WA)

WA1 I would consider using 
smart senior care services 
when conditions permit. 

3.72 0.891

WA2 I will keep an eye on the 
development of smart 
senior care services.

3.43 0.664

WA3 I would recommend the 
use of smart senior care 
services to my friends and 
family. 

3.60 1.032

Perceived 
usefulness 
(PU) 

PU1 Smart senior care service 
can reduce the cost of 
senior care service. 

2.47 0.455

PU2 Smart senior care service 
can improve the efficiency 
of senior care service. 

3.11 0.504

PU3 Smart senior care service 
can promote further 
improvement of the social 
security system. 

3.66 1.242

PU4 Smart senior care service 
can improve the quality 
of life. 

3.75 0.900

Perceived 
ease of use 
(PEU) 

PEU1 I think smart senior care 
technology is easy to 
master. 

3.20 0.451

PEU2 I can easily master the use 
of smart devices through 
simple training.

3.63 1.106
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PEU3 Through instruction, I can 
clearly understand the 
principles of using smart 
devices.

2.77 1.290

Subjective 
norms (SN)

SN1 Whether or not to use 
smart senior care services 
is influenced by children. 

2.88 0.479

SN2 Whether to use smart 
senior care service will be 
influenced by friends and 
relatives. 

3.06 0.874

SN3 Whether to use smart 
senior care service will be 
influenced by government 
staff.

3.41 0.635

Convenience 
conditions 
(CC) 

CC1 The government has 
corresponding subsidies 
for using smart senior 
care services.

2.70  1.344

CC2 The government and 
community have 
specialized personnel 
to provide door-to-door 
guidance services. 

3.22 0.772

CC3 I have the financial 
conditions to adopt smart 
senior care services.

 2.83  1.046

Results 
display (RD)

RD1 I can visually find the 
benefits of smart senior 
care services.

3.31  0.765

RD2 I have heard from friends 
and relatives that smart 
senior care services work 
well. 

3.45 1.309

RD3 Through media reports, 
I know that smart senior 
care service is a very 
scientific way of providing 
senior care service. 

2.94 0.608

Performance 
expectations 
(PE) 

PE1 I hope the cost required 
for smart senior care 
service can be reduced 
appropriately. 

3.07 1.299

PE2 I hope it can improve my 
physical health.

3.16 1.057

PE3 I hope to improve my 
mental health.

2.67 0.452

Table 1. Descriptive statistics of measurement indicators and question items  
(own editing)
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5. Results

5.1. Reliability and validity tests

To ensure the reliability and validity of the questionnaire information, the latent 
variables and the validity of the questionnaire need to be tested. In this study, Cron-
bach’s alpha value was used to test the internal consistency of the measurement 
factors, and a Cronbach’s alpha value greater than 0.7 indicates good validity of the 
measurement factors; greater than 0.8 indicates very good reliability (Lu and Guo 
2019). The seven latent variables were analyzed using SPSS22.0 software, and the 
results are shown in Table 2. From the results, it can be seen that Cronbach’s α val-
ues are all above 0.7, which indicates that the questionnaire has high reliability. 
Meanwhile, the overall validity of the questionnaire was analyzed, generally using 
the Kaiser-Meyer-Olkin (KMO) test and Bartlett’s spherical test. The results showed 
that the KMO test values for each latent variable ranged from 0.610 to 0.715 and 
Bartlett’s spherical test values were placed at the 1% level of significance, making 
them suitable for factor analysis.

5.2. Overall model fitness test

The overall model was evaluated using AMOS 22.0 software and the model parame-
ters were estimated using the great likelihood method to identify the goodness-of-fit 
of the model through the absolute fitness index, the value-added fitness index, and 
the parsimonious fitness index. Table 3 shows that the original model fit index is 
good, and the new path trajectory is obtained after the original model is revised sev-
eral times and the least significant three paths are removed. Also, the new revised 
results were obtained by adding the new path of RD → PEU (Table 3). The modified 
model fitness index has improved significantly compared with the previous one, 
and the model itself has improved significantly in terms of fit. Although the Adjusted 
Goodness of Fit Index (AGFI) and Normed Fit Index (NFI) values are not too high, 
they are significantly greater than 0.8, and most of the fit index values are within the 
normal range. Thus, the overall model fit is good (Zhang and Lian 2019).
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Table 2. Reliability and validity tests (own editing) 

Table 3. SEM model fitness index results (own editing)

5.3. Analysis of SEM results

The new test results were obtained after the revised model was evaluated again 
(Figure 3 and Table 4), and it is clear from the standardized coefficients that PU, PEU, 
and SN can produce a 1% significance test on adoption intention. In addition, the 



154

ranking of each influence is: PEU (0.512)﹥PU (0.406)﹥SN (0.278), and we also find that 
the effects of RD, SN, and CC on PEU are significant at the 1% level, PE and PEU are 
significant at the 5% level, PE, RD, etc. PU is significant at the 1% level, and SN and 
PU are significant at the 5% level. As many as 10 of the 13 different path trajectories 
set up above have been validated and are explained as follows.

Figure 3. Adopting the Smart Aging Service Willingness Model Pathway Map  
(own editing)

Note: *, **, *** denote p<0.1, p<0.05, and p<0.01, respectively.

Table 4. Estimation results of the modified SEM (own editing)
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(1) PU has a positive effect on the elderly’s willingness to adopt smart senior 
care services, which is significant at the 1% level. The standardized coefficient is 
0.336, and hypothesis H1 is verified. In recent years, smart elderly care has been 
continuously paid attention to by the government, and the documents “Guidance 
on Actively Promoting ‘Internet+’ Action” and “Action Plan for the Development of 
Smart Health Elderly Industry (2017–2020)” pointed out the direction for the future 
of smart elderly care and improved its development standardization and feasibility. 
More elderly users perceive the great advantages of smart senior care services in 
improving their quality of life, promoting the efficiency of senior care services, and 
reducing the burden of senior care on family members, which enhances the sense 
of identity of smart senior care services. Thus, the level of PU is improved and the 
willingness to adopt the services is increased.

(2) PEU has a significant positive effect on both PU and the willingness of the 
elderly to adopt smart senior care services, with standardized coefficients of 0.564 
and 0.430, respectively, and hypothesis H2 is verified. The recognition of smart sen-
ior care services is high and maintains high coverage ratios of adoption (0.610), 
understanding (0.563), and mastery (0.745). Emerging smart senior care is highly 
professional and technical, which limits the degree of PEU improvement and plays 
a restraining role in further promotion in the later stage. Increasing the guidance of 
community senior care service personnel in households and simplifying the opera-
tion steps are the key measures to solve this dilemma.

(3) Subjective norms play a facilitating role in both the willingness of elderly peo-
ple to adopt smart elderly services and PEU, which are significant at a 1% level. And 
it played a 5% positive effect on PU with standardized coefficients of 0.511, 0.279, 
and 0.436, respectively, and hypothesis H3 is verified. Meanwhile, the coefficients 
of each sub-option of subjective norms are SN1 (0. 66), SN2 (0. 68), and SN3 (0. 63), 
indicating that subjective norms have a stronger influence on the willingness of the 
elderly, and the degree of influence of each sub-variable is the same. The supportive 
behaviors of community elderly service organization personnel and government 
department cadres for smart elderly service can significantly increase the willing-
ness to adopt smart elderly service.

(4) Convenience plays a positive contribution related to the PU of smart senior 
care services and is significant at the 1% level with a standardized coefficient of 
0.110, and hypothesis H4 partially holds. The availability of good adoption condi-
tions, the availability of sufficient government subsidies, and the ability to ensure 
that technical personnel enter the home to provide guidance are key factors limiting 
the adoption of smart senior care services and are also important factors affecting 
the PU.

(5) Both PEU and PU were positively promoted by the results display, which re-
mained significant at the 1% level with standardized coefficients of 0.340 and 0.455, 
respectively, and hypothesis H5 partially holds. For the elderly, the demonstration of 
expected usage effects can significantly affect PEU and PU, but at the same time, the 
study verifies that the demonstration of results does not directly affect the willing-
ness to adopt smart elderly services, which is inconsistent with the above hypothe-
sis.
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(6) Performance expectation positively affects PEU at the 5% level and PU at the 
1% level. The standardized coefficients of the former and the latter are 0.472 and 
0.104, respectively, according to which hypothesis H6 is partially valid. Combined 
with the validation results, it appears that the elderly have higher expectations, 
have a positive attitude toward this service, and psychologically perceive that the 
use will bring beneficial effects, although there is no way to know exactly how val-
uable the service is, due to the strong endogenous forces that motivate the elderly 
to have high expectations that the smart elderly service will be a great help in their 
lives, and, in terms of behavioral perception, to firmly believe that the complex op-
erational technology becomes easier to use.

5.4. Robustness testing

In this paper, the robustness test is conducted by adding new variables to the orig-
inal structural equation model by introducing a new covariate “individual charac-
teristics of the elderly”(ICE) and treating it as a control variable. The new covariate 
includes three observable variables: age, education level, and monthly household 
income. After the introduction of the control variables, the significance and regres-
sion coefficients of the before and after models were compared to test whether the 
latter model reached the level of robustness (Table 5).

From the regression results of the structural model in Table 5, the effects of PU 
and PEU on the willingness to adopt are still significant at the 1% level when the 
new ICE covariate is added. This indicates that the direction and the significance 
level of the regression coefficients of the structural equation model are consistent 
with the original equation model after adding the ICE covariate. The addition of the 
ICE covariate has a strong and significant effect on adoption intention, and the coef-
ficient increases by 1.3 percentage points compared with the original model. Thus, 
the model fits better overall.
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Note: *, **, *** denote p<0.1, p<0.05, and p<0.01, respectively

Table 5. Robustness test results after adding control variables (own editing)

To investigate more clearly the effect of the ICE control variables on various per-
ceptual factors and willingness, this paper conducted one-way ANOVAs on three de-
mographic characteristics: age, education level, and monthly household income, and 
the comparison of ANOVAs and cross-sectional results between groups showed the 
following: (1) Age has a significant effect on PU F=3.156, P=0.008) and WA (F=3.457, 
P=0.061). PU is reduced by the limited innovation awareness of older seniors, their 
low awareness and limited understanding of products with high technological con-
tent. Such elderly people are limited by the idea of insufficient usefulness and thus 
reluctant to actively adopt smart elderly services. However, the effect of age on 
PEU is not significant. (2) Education level has a significant effect on PEU (F=3.340, 
P=0.013) and WA (F=3.531, P=0.022). Older adults with higher education levels are 
more receptive to new technologies and more skilled in using and operating smart 
senior care services, thus increasing PEU. Moreover, educational experiences broad-
en the horizons of older adults, making them more likely to improve their quality 
of life through new technologies, and thus increasing their willingness to adopt ser-
vices. However, there was no significant effect of education level on PU. (3) Monthly 
household income has a significant effect on PU (F=2.780, P=0.045) and WA (F=2.158, 
P=0.033). PU is enhanced by the fact that households with high income levels have 
fewer binding financial budgets and a greater demand for healthy elderly care ser-
vices, and believe that smart elderly care services can better serve the elderly. At the 
same time, with the increase of income, elderly people’s needs show diversified and 
complex characteristics, and the willingness to adopt services to better meet their 
demand level is increased. However, monthly household income does not signifi-
cantly affect PEU.

6. Discussion

This study explored the adoption intention and influencing factors of smart elderly 
services in Anhui Province, and found that PU can significantly increase the adop-
tion intention, which is consistent with the results of Liu Wei’s study (Liu 2015). 
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However, the adoption intention degree is higher in this paper, indicating that the 
degree of demand for smart elderly services exceeds that of social network services, 
and PU is the primary prerequisite for measuring the adoption of new technologies 
(Xia and Zhang 2020). PEU has an impact on both adoption intention and PU, and 
PEU may not directly affect usefulness but is mediated by psychological effects to 
increase PU (Wang 2020), so increasing product ease of use will have multiple bene-
ficial effects. SN significantly affect adoption intentions and PEU, and the neighbor-
hood effect helps to dispel older adults’ internal concerns and significantly increase 
PEU. The latter part of hypothesis 4 does not hold because convenience does not 
have a positive effect on PEU, probably because the first consideration of elderly 
users in adopting a smart senior care service is not how easy it is to use but how 
useful it is. Even if a service is easy to learn and master, if it does not have the de-
sired effect, it will not ultimately increase adoption intentions. The reason why the 
results showed no increase in adoption may be that most of the elderly are unfamil-
iar with smart senior care services and direct adoption in a short period implies an 
increased risk of uncertainty. From a rational point of view, seniors are not likely 
to adopt the service directly; only when the PU and PEU of the smart senior care 
service are perceived to increase will it be possible to further increase the adoption 
intention. While Li et al. (2019) found an increase in farmers’ willingness to adopt 
formula fertilizer application technology, the reason for the inconsistency with the 
findings of this paper may be because smart pension services, as a novelty, still need 
time to test their effectiveness and therefore reduce the willingness to adopt. In ad-
dition, an important implication of the results for us is that, when promoting and 
advertising the smart senior care service, we should pay much attention to wheth-
er the seniors are sure that they have felt the actual effects of the service, This is 
because only after the seniors’ actual psychological feelings are improved can the 
adoption intention be finally increased. However, other studies (Bai and Zhu 2018; 
Zhang, Yuan and Zhou 2019) lacked measurement of service effectiveness in terms 
of demand-side psychological perceptions. Similarly, PE do not contribute effective-
ly to adoption intentions. We believe that this may be because, despite the existence 
of hope values, the elderly are risk-averse and mostly hold a wait-and-see attitude. 
Fear hinders their use of the service, i.e., the increase in PU and PEU does not neces-
sarily lead to adoption of the service, so it is more important to increase the actual 
adoption rate. However, another study (Niu, Zhang and Huang 2020) showed that PE 
can positively influence academic social network adoption intentions, which differs 
from this paper’s study, probably due to the bias of the results caused by the differ-
ent ages of the study group.

The robustness results show that age does not have a significant effect on PEU, 
and we argue that no matter how old, the elderly make usefulness their preferred 
goal, so there is a strong need to design products and services that are useful. The 
effect of education level on the PU of traditional Internet technologies has been 
studied previously (Chen 2020), but this paper shows that there is no significant 
effect of education level on PU, suggesting that the designers of new smart senior 
care services have taken into account the needs of people with different educational 
backgrounds. Monthly household income fails to affect PEU, so we can exclude the 
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interference of income factor when designing humanized services, and invest our 
efforts into other factor dimensions.

Although age, education level, and monthly household income have significant 
effects on adoption intentions, it is still not known what the adoption intentions and 
paths are for different types of elderly people, so group heterogeneity analysis of 
each of these three factors is a future research direction. Based on the TAM3 theory, 
this paper constructs a model of factors influencing the adoption intention of smart 
elderly services, which we believe not only expands the classical TAM theory to a 
certain extent but also deepens the research space for similar problems. For exam-
ple, we can use the same framework to explore the technology adoption behavior 
of farmers by analogizing them to the elderly. This study not only deepens the social 
security research results but also extends the management theory and has some 
reference value for economics, especially agricultural economics.

Although this paper examines the relevant issues and makes some meaningful 
findings, there are some limitations. First, the research area of this paper is concen-
trated in Anhui Province, which is limited by the scope and number of studies, and 
more time is needed to test the generalizability of the findings. In the next step, the 
scope of the study can be broadened and more questionnaires can be used to further 
improve the persuasiveness. Second, many factors influence the elderly’s willing-
ness to adopt smart senior care services, so are there any important influencing 
factors missing? Are there any internal interactions among these factors? These can 
be expanded in depth in future studies. Despite the limitations, this study provides a 
strong basis for the government to conduct policy promotion and improve subsidy 
policies and early establishment of a demand-driven service system.

7. Conclusions

In this paper, after model validation, we found that the willingness of elderly people 
to adopt smart senior care services is influenced by various factors, and the study 
showed that SN, PU, and PEU are the key factors that directly affect the willingness 
of elderly people to adopt smart senior care services. That said, the magnitude of the 
influence of different factors is not consistent; in order of influence, they are PEU 
>PU > SN. Further, SN and PEU not only directly influence the willingness of elderly 
people to adopt smart senior care services but also act as mediators to positively 
promote WA by influencing PU. PE and RD have different degrees of positive effect 
on PU and PEU, and CC also increases the degree of PU. Age has a significant effect 
on PU and WA, while education level has a significant effect on PEU and WA, and 
monthly household income has a significant effect on PU and WA. The findings of 
the study are beneficial to the future development of more suitable policies for the 
promotion of smart elderly services, and the expanded TAM theory can be applied to 
agricultural economic research. Exploring the adoption intentions of different types 
of older adult based on a heterogeneity perspective is our next research direction.

Based on the findings of the study, we were able to draw several policy insights: 
First, improve the role of government policy orientation and enhance the cognitive 
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level of older adults. The role of smart elderly services in improving the overall qual-
ity and efficiency of elderly services is conveyed to enhance the PU of the elderly. 
Second, pay attention to the radiation effect of the demonstration group and play the 
leading role of cadres. Give full play to the exemplary leading role of cadres of govern-
ment agencies and full-time senior care service personnel in the community to help 
the elderly solve technical problems and enhance the enthusiasm of elderly users to 
adopt the service. Third, improve the cost-effectiveness of smart senior care services 
and simplify the operation procedures. Establish a responsibility mechanism shared 
by individuals, government, and society to gradually eliminate the “digital divide” 
in the use of intelligent products by the elderly. Fourth, improve the standardization 
of intelligent senior care organizations and build a reasonable evaluation system. 
Establish a systematic evaluation model to effectively evaluate the implementation 
effect of intelligent senior care services in a precise and quantitative manner.
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