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LECTORI SALUTEM!

We are proud to present this Special Issue on the theoretical and practical issues 
around the Ethics of Artificial Intelligence. The issue was supported by the BME 
Faculty of Economic and Social Sciences (as always), ELKH SZTAKI and the The Arti-
ficial Intelligence National Laboratory of Hungary (MILAB). 

The foreword of the issue is presented by our distinguished guest Dr George 
Tilesch, author of BetweenBrains: Taking Back Our AI Future, and founder and pres-
ident of the Phi Institute. 

Then, we find ourselves right in the middle of it all. Aron Dombrovszki inves-
tigates some ethical problems around Autonomous Weapons Systems, in particu-
lar whether there is an unjust bias against them. Appealing for moral consistency, 
Dombrovszki approaches the problem through the conceptual framework of the 
Just War Theory, before expanding his coverage to other AI technologies and to pos-
sible resolutions of the apparent double standards within the field of AI robotics. 

Attila Gyulai and Anna Ujlaki adopt a political theoretical perspective to address 
the problem of AI regulation. By disregarding the political problem of enforceabil-
ity, they argue that the applied ethics approach dominant in the discussions on AI 
regulation is incomplete. Applying realist political theory, the article demonstrates 
how prescriptive accounts of the development, use and functioning of AI are neces-
sarily political. 

Karoline Reinhardt elaborates the questions a diversity-sensitive social platform 
raises with regard to responsibility, and proposes a tentative ethical framework of 
responsibility for these platforms. This framework could help balance between the 
need for respecting human diversity and avoiding unjust discrimination, pitfalls and 
privacy concerns arising from the collection, processing and storage of diversity-re-
lated data.

Kinga Sorbán, in her paper on recommendation engines, introduces the relevant 
rules present in the existing ethical guidelines and elaborates on how they are to be 
applied within the streaming industry. The paper strives to adopt a critical stand-
point towards the provisions of the ethical guidelines in place, arguing that adopt-
ing a one-size-fits-all approach is not effective due to the specificities of the content 
distribution industry. 

Constantin Vică, Cristina Voinea and Radu Uszkai infuse another aspect of real-
ism – not unlike Gyulai and Ujlaki – into the AI ethics debate. Their concern is that, 
instead of a genuine ethical interest for AI, we are witnessing moral diplomacies 
resulting in moral bureaucracies battling for moral supremacy and political dom-
ination. They provide a short overview of what they term ‘ethics washing’ in the 
AI industry, analyze a case study, then conclude with some general considerations 
regarding the future of the ethics of AI.

This issue also contains a regular paper, not connected to the special topic. In 
our penultimate article, Peter Konhäusner, Maria Margarita Cabrera Frias and 
Dan-Cristian Dabija investigate the methods being implemented by platforms to use 
monetary incentives on their crowd. Their paper uses an inductive empirical meth-
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od based on grounded theory, with data gathered from 15 different platforms that 
are known to be using monetary incentivization methods, to analyze and categorize 
the different strategies used by the platforms and their marketing objectives. The 
authors present useful information to assist managers to make the right decisions 
regarding monetary incentives and for fostering the potential of their crowd.

Finally, back in the AI regulation topic, in the last paper of this issue Héder elab-
orates the connection he sees between the AI regulations fever and the generic con-
cept of Social Control of Technology. According to his analysis, the amplitude of the 
regulatory efforts may reflect the lock-in potential of the technology in question. 
This refers to the ability of a limited set of actors to force subsequent generations 
onto a certain technological trajectory, hence evoking a new interpretation of Tech-
nological Determinism for Artificial Intelligence.
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PRELUDE

Dear Reader,

As both the volume and range of the studies appearing in this fine bouquet will 
clearly demonstrate, in the last few years AI Ethics became a burgeoning field that 
increasingly permeates business and policy, beyond its academic roots. But does the 
field of AI ethics and governance as well as its sizeable global community of prac-
titioners pull their weight? Does this domain and its fervent advocates fulfill their 
purpose as embodying adequate social control over the spreading of a technology of 
unprecedented power, exponentiality and fickleness: AI?

We belong to the school of thought that treats AI Ethics very holistically - and 
equally pragmatically. Our compeers also believe that in its broadest definition, own-
ership of Ethical AI belongs to an informed society, composed of responsible digital 
citizens who drive related social movements - not just to professional practitioners.

But as this question is being often approached in the present series of studies, 
is control of AI technology possible? Can regulation solely aim at that? We are of a 
belief that even if control is and will stay elusive, steering or stewardship should be 
set as the prime civilizational objective - and that with carefully selected and crafted 
combination of methods.

However, the farther we find ourselves from the comfort of our studies and enter 
the labyrinth of fieldwork, the more we encounter distortions, misrepresentations 
and reductionisms that jeopardize the success of the ethical and responsible AI mis-
sion. The novelty and cross-disciplinary complexity of this realm vividly showcas-
es the shortcomings of trying to solve new problems with old tools and mindsets, 
as well as exposes the unsolved burdens we still carry from previous technological 
waves. For many stakeholders who by and large use “digital”, “data” and “AI” in-
terchangeably (especially in policy), the specifics of AI still need to sink in: namely 
its distinctive capabilities of autonomous decision-making, learning capability and 
the high level of potential opacity (Héder 2020b). On the other end of the spectrum, 
many technology leaders in charge of AI governance who understand its fundamen-
tals would prefer to reduce the intricacies of the AI Ethics problem set to just data 
and model bias - and solve it with a dedicated tool that merely checks boxes.

Waking up in an AI world caused us to try to wrap our heads around this set 
of novel phenomena. These first attempts led to the creation and proliferation of 
AI Ethics guidelines, numbered in the hundreds of manifestoes by now. While they 
have been and will be criticized, - sometimes reasonably so -, for being too numer-
ous and obscure, too much overlapping but not too useful, and too self-important, 
we believe being principled is an unavoidable, highly necessary step - but not the 
destination. Mostly originating from organizations trying to fill a trust gap in the 
present state of global governance, one can explain many of their shortcomings to 
be mainly derived from the factors of a global international order being constantly 
battered by dissenting incumbent and aspiring hegemons - and consequentially los-
ing  significance. 
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Since many of the studies in this collection come from the CEE region that should 
be better known for its own, ingrained version of critical thinking, - probably rooted 
in its grim history overloaded with enforced dogmatism -, one cannot overlook the 
pattern of wake-up calls that define themselves as “realist”-see for instance Gyulai 
and Ujlaki (2021) in this issue. In this world becoming multipolar and with authori-
tarian instincts on the rise, one can even argue a temporary advantage in the realm 
of AI that benefit those who primarily grasp AI from the perspective of power and 
dismiss the ethical side as a nice-to-have or just noise. A ruthless AI race mindset 
permeates both the realms of geopolitics and that of Big Tech: never before was 
“the winner takes it all” taken so literally. Moreover, as realists are painfully aware, 
reining in one of the most concerning AI application fields, Autonomous Weapons 
Systems (AWS) seems distant. Most the UN Security Council Members are opposed 
to a binding global ban based on New Cold War reflexes, while many smaller states 
would certainly be in favor as well as the general public. (In one study of this issue, 
Aron Dombrovszki (2021) is offering a nuanced perspective as the advocate against 
oversimplified AWS bias.)

China is set out to become a hyperpower built on an AI engine and no stake is too 
high for them. New Zealand treats data as a tribal heirloom that many generations 
curate for AI to solely serve citizen well-being. Dubai leaps ahead with its own ver-
sion of techno-absolutism and deploys vast swaths of government AI services that 
are measured against the goal of raising citizen happiness levels. The Pope calls for 
multi-stakeholder global work on human-centric, ethical and responsible AI to pre-
serve Creation. These examples clearly raise the questions: how to be values-based 
and human-centered in AI with global applicability, while also being mindful of cul-
tural differences, sectoral interests and societal priorities around the globe? How 
to rethink and redesign our global institutional frameworks and fill them with new 
meaning to successfully bridge the trustworthiness gap, the most ominous social 
plague of our civilizations(s)? How to convince Big Tech (equals Big AI) to internalize 
ethical and responsible AI as a strategic imperative that is key to attract and retain 
21st century conscious customers - and not a nice-to-have, borderline ethics-wash-
ing parlor trick, a dark possibility Vică, Voinea and Uszkai (2021) elucidate in the 
current issue? 

The emerging AI world – especially in the West – currently has an AI-ready vi-
sion and societal model deficit, and that needs remedying first. Our biggest bet is 
on an informed and responsible society: the emerging class of digital citizens and 
consumers, professionals and thought leaders who increasingly demand being in 
charge (Heder 2020a) of their privacy and choices, judge the ethical decision of 
their employers (and move on if need be), and are ready to stand up for an AI Fu-
ture that prioritizes human well-being as the ultima ratio. Our world could benefit 
from AI as augmented intelligence, a machine-assisted extension of what makes us 
human -and not the path of artificiality which inevitably dehumanizes. The task 
of researchers and the AI-savvy is to speak the truth and do their best to make AI 
understood for conscious citizens worldwide sans sensationalism and obfuscation, 
so that societies could understand what is at stake, what are the new rules, and 
convert technospeak to challenges and solutions that impact their very lives. This 
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issue of studies makes a great contribution to this mission of great significance and 
therefore deserves your kind reading - which you will hopefully find equally pro-
found and enjoyable.  

Author Information
Dr. George A. Tilesch, Founding president of the PHI Institute for Augmented Intelligence  

Co-Author of BetweenBrains: Taking Back Our AI Future 
Member of the Board of Advisors, Experfy – Harvard Innovation Labs 
AI Ambassador, John von Neumann Computer Society

Prelude
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This attitude is odd if we look at the discussion of other – usually highly anticipated 
– AI-technologies, like autonomous vehicles (AVs); whereby even though these ma-
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Introduction

Autonomous Weapons Systems (AWS) have not gained a good reputation in the past: 
in 2012, Human Rights Watch suggested a pre-emptive ban, and The Campaign to 
Stop Killer Robots also raised concerns in the media with an aim to influence pub-
lic opinion against AWS. The press usually refers to AWS pejoratively as “killer ro-
bots,” accompanied by a picture of a frightening Terminator-like sci-fi machine (e.g. 
Kahn 2020; Kessel 2019; Scharre 2020). The academic debate on the topic, however, 
tends to be more balanced than the general discussion; nevertheless, the majority 
approach towards AWS is still negative (Rosert and Sauer 2018).

This prejudice differs markedly from the general attitude towards other artificial 
intelligence (AI) technologies, for example, autonomous vehicles (AVs). AVs are high-
ly anticipated, and even though similar worries can be raised against them, philoso-
phers’ attitude is far more accepting.

Purves, Jenkins and Strawser (2015) also mention this kind of a double standard 
between AWS and other AI-technologies:

Any account of the permissibility of autonomous weapons systems will risk 
prohibiting the use of autonomous decision-making technologies that most 
people view as neutral or morally good. While many of us tend to have a sig-
nificant moral aversion to the thought of autonomous weapon systems, most 
have no such similar moral aversion to non-weaponized autonomous sys-
tems, such as driverless cars. In fact, for many people, the opposite is true: 
many of us hold that non-weaponized future autonomous technology holds 
the potential for great good in the world.

In this article, I aim to prove that Purves, Jenkins and Straswer’s observation is 
accurate, and almost every argument against AWS is effective against AV. To achieve 
this goal, I start with the definition of “AWS”. I then arrange my arguments by the 
Just War Theory (JWT), covering jus ad bellum, jus in bello and jus post bellum prob-
lems against AWS. Meanwhile, I draw attention to similar problems against other 
AI-technologies outside the JWT framework. The aforementioned Purves, Jenkins 
and Strawser article is an interesting exception, because they realized the unjusti-
fied double standard, and deliberately tried to construct a special argument which 
rules out only AWS. I conclude by addressing their arguments and show their vul-
nerabilities.

1. What are AWS?

Before discussing what are AWS, it is worth noting that the prevalence of misconcep-
tions, often spread by the media, put obstacles in the way of a balanced discussion 
about AWS. Stigmatized as “killer robots” or referred misleadingly as “lethal au-
tonomous weapons”, people may imagine biped androids with guns in their hands. 
Such terms are misleading since they emphasize the lethal aspect of the system, 
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which is not a necessary feature of an AWS. For this reason, I prefer to use the term 
“autonomous weapons systems,” as it highlights their autonomous nature, which 
is more relevant to the topic at hand. In reality, autonomy in weapon systems is a 
platform-independent functionality: almost every weapon system can be made au-
tonomous, leading to a great variety of devices (Rosert and Sauer 2018). Thus, it is 
essential to clarify what I mean by “AWS” in this article.

According to a broad definition, an AWS is “a weapon system that, once activated, 
can select and engage targets without further intervention by a human operator. 
This includes human-supervised autonomous weapon systems that are designed to 
allow human operators to override operation of the weapon system, but can select 
and engage targets without further human input after activation” (U.S. Department 
of Defense 2012). This definition is a good starting point, but in order to get a more 
differentiated view – suitable for philosophical discussion – I introduce two distinc-
tions, which hopefully make clear what notion of AWS I am going to discuss herein.

It is necessary here to invoke the distinction from robotics between general AI 
and modular AI, as these categories can determine the scope of the relevant issues 
concerning AWS. Machines equipped with general AI can apply their software to 
solve, in principle, any problem; essentially, they are general-purpose problem-solv-
ers, like the human brain. Machines like Alphabet’s DeepMind are designed to have 
general AI. By contrast, modular AI is created to excel at a specific task. For example, 
IBM’s Deep Blue is an intelligent chess machine capable of beating human chess-mas-
ters, but it cannot be used to accomplish other tasks (Sánchez and Herrero 2018).

Applying this distinction to AWS, a weapon system equipped with general AI 
could fulfil the public android-like image of a killer-machine, including moving, tar-
geting, and deciding on operations autonomously. For example, the Terminator in 
the movies has general AI, and as such, these machines would rightfully raise the 
Hollywoodian fear that they could rebel and turn against humanity (Asaro 2008).

However, I think this worry is ill-founded. Philosophers like Robert Sparrow 
(2007) take the possibility of these machines seriously, counting on them as intelli-
gent creatures, but the truth is that even if in the distant future AWS with general AI 
were possible, as far as is known, militaries are not aiming to develop them. Armies 
anticipating AWS might do so because these machines would lack emotions and oth-
er irrelevant considerations during operation, as they would not need skills that 
are not directly relevant for them to carry out the order given by the commander. 
Indeed, an AWS with general AI would rather be a drawback than an advantage 
(Schulzke 2012).

Besides the general categorization of AI, there is a taxonomy of weapons systems 
concerning their level of autonomy. Marra and McNeil (2013) introduced the dis-
tinction between three different kinds of weapons systems by the requirement of 
the human operator in the decision process. They refer to this process as the “loop”. 
First, those systems in which there is a human “in the loop”, i.e. an operator to exe-
cute at least one of the processes that is needed; for example, to launch a bomb from 
an airplane. Second, a system where a human operator is “on the loop”, meaning 
that the system is capable of executing all of the tasks alone but with a human su-
pervisor having veto power; for example, some current on-the-loop systems are the 
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Phalanx CIWS and the IAI Harop. Third, weapon systems that are fully autonomous, 
where all human operators are “out-of-the-loop”. Throughout this paper, the term 
“AWS” will refer to out-of-the-loop systems, which are yet to be developed.

2. Jus ad bellum

In JWT, jus ad bellum contains a set of principles, prescribing the just use of force 
and legitimate reasons for going to war. According to Walzer’s original account, only 
self-defensive wars can have a just cause, such as to protect the sovereignty of the 
state, innocent life and basic human rights (Walzer 1977). Humanitarian interven-
tion – for example, to prevent a genocide – might also be considered as a legitimate 
initiative. Once a state has entered a war, its ultimate aim has to be the restoration 
of peace. While the belligerents1 carry out this aim, the soldiers, as well as their com-
manders, have to have the right intention. This last rule, even though it is debatable, 
will be crucial as the source of one central objection to AWS that I discuss at the end 
of this paper.

2.1. The lower threshold to engage war

The main objection against the development of AWS ad bellum is that their deploy-
ment will lead to radical asymmetry in warfare: a military with AWS gains a signif-
icant advantage over potential enemies. It is then more likely that such advantaged 
armies will engage in wars, and hence there will be more – probably unjust – wars 
in the future. This willingness to go to war can have many reasons, the lower costs 
of warfare, the reduced risk of losing human lives, and, of course, the higher chance 
to overcome an enemy (Johansson 2011).

Earlier, Bradley Jay Strawser defended uninhabited aerial vehicle (UAV) technol-
ogies against this objection, and I think his considerations can also be used to defend 
AWS. According to Strawser (2010, 359), “the scope of this issue far exceeds UAVs 
[…], of course, but strikes at any asymmetry in military-technological development 
whatsoever.” Recall history’s great military-technological revolutions: the discovery 
of gunpowder and the cannon in the 15th century, the steel and steam revolution in 
the 19th century, and the appearance of nuclear weapons in the mid-20th century 
(Sánchez and Herrero 2018; Krause 1992). All of these changes resulted in tempo-
rary radical asymmetry between belligerents, which could easily cause a series of 
unnecessary and unjust wars.

If we think that this objection stands, and asymmetric warfare almost always 
caused unjust wars in the past, which they will also cause in the future, then it is 
reasonable to extend the objection. Those who reject AWS on this ground should 
argue that states have to stop developing any kinds of new weapons and military 
technologies – including defensive ones – except for those explicitly developed for 

1 A belligerent is a nation or person engaged in war or conflict, as recognized by international law.
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medical purposes. So, UAVs or AWS are not unique in this respect, and one should 
either argue against all military technologies or anticipate with a neutral or positive 
outlook all new developments, including AWS.

3. Jus in bello

JWT is more than an ethical theory, as its jus in bello principles are the foundations 
of International Humanitarian Law. It has two main principles that are essential 
for the present discussion. The first one is the principle of discrimination: civilians 
and persons who are hors de combat should always be protected by making a clear 
distinction between combatants and non-combatants. The former group can be le-
gitimately targeted and engaged by enemies using lethal force, while the latter have 
immunity until they engage in hostile activities. The second principle is the principle 
of proportionality: while a military accomplishes an objective, it has to resort only to 
the force necessary in order to limit unnecessary suffering in war.

3.1. Malfunctioning, hacking, stealing

Every machine can potentially be exposed to malfunctioning, stealing, hacking or 
other security issues during operation. I will treat these different threats as one be-
cause their consequences are similar. While developers are usually willing to admit 
that nothing is flawless, when it comes to AWS, the potential damage can be exten-
sive. Also, even carefully written software cannot prevent the stealing of the physi-
cal device (Lucas 2013).

I want to address these issues by pointing out that these risks are present quite 
generally. Such accidental harm could also affect automated medical diagnosis sys-
tems, smart cities, Internet of Things (IoT) devices2 (…), or autonomous vehicles (AV), 
but few would argue that by virtue of these dangers the development of these useful 
devices should be suspended.

First, note that AWS would operate in militarized zones only; hence, it is high-
ly probable that they would not endanger civilians. Second, despite the theoretical 
possibility, AWS would not be equipped with weapons of mass destruction. These 
considerations point towards the conclusion that if a problem were to occur, the 
AWS would cause damage only to the combatants in a battlefield.

Without clear benefits3, this damage would also be unacceptable, but compared 
with the other technologies mentioned above, one might say that AWS is in a better 
position, as a failure in an AV or in a highly complex smart city might also threat-

2 This includes a wide variety of things, including “a person with a heart monitor implant, a farm 
animal with a biochip transponder, an automobile that has built-in sensors to alert the driver when 
the tyre pressure is low, or any other natural or man-made object that can be assigned an IP address 
and is able to transfer data over a network” (Rouse 2020).
3 As Strawser (2010) points out, AWS have several benefits for the militaries and can actually prevent 
the death of human combatants.
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en the lives of civilians. A malfunctioning AV can kill innocent people, but this fact 
rarely leads to arguments against such vehicles. Philosophers instead try to settle 
the issue of responsibility after the accident has happened.

One could argue that the comparison between AWS and AVs is misleading be-
cause the former can cause more significant harm, while an AV would kill fewer 
people. Note that this utilitarian consideration misses the possible scenario where 
the car hits a crowd, injuring possibly dozens of people. However, more importantly, 
it ignores the AV’s planned integration with smart cities, which guarantees vulnera-
bilities, and new, unforeseeable threats.

Every new technology brings up new security issues. However, the trade-off be-
tween the anticipated risks and benefits is a more important question. AVs promise 
to make everyday life so much easier that most of us are willing to view the risks as 
part of an acceptable trade-off. What has not been acknowledged yet are the similar-
ly significant benefits of AWS for militaries during armed conflicts.

3.2. Discrimination and proportionality

Besides accidents and contingent issues, like malfunctioning or hacking, Human 
Rights Watch have argued that AWS could not observe JWT’s two central in bello 
principles (Human Rights Watch 2012), and they proposed a pre-emptive ban on 
such machines.

According to their report, AWS will lack the sensory, computational and interpre-
tative abilities to distinguish between combatants and civilians, which is sometimes 
also a difficult task for a human being. This is because even if a system can distin-
guish armed soldiers in uniforms from regular citizens, there are certain circumstanc-
es where this is not enough. AWS have to recognize illegitimate targets; for example, 
persons who are hors de combat, surrenderers, guerrilla soldiers – who do not wear 
uniforms and attack in unusual fashion and places – and unusual targets, like civilians, 
who directly participate in hostilities, and therefore have lost their immunity. Applying 
the principle of discrimination can be extremely difficult in these unusual situations. 

The principle of proportionality has raised similar objections. Human Rights 
Watch has expressed doubts that AWS will be able to evaluate the exact measures 
of necessary force in such complex environments as a modern battlefield. They em-
phasize the necessarily subjective and context-dependent nature of the skills that 
are needed to observe the principle of proportionality. So, according to Human 
Rights Watch, AWS theoretically could not have the capabilities to measure what is 
the proportionate use of force, and therefore, what is legally allowed under the Law 
of Armed Conflicts.

Even though AVs and other AI-machines have similar capabilities as AWS, a dif-
ferent approach towards them can be spotted in the literature. It seems that scholars 
have very different expectations regarding AVs: they assume that these machines 
will reduce reaction time and will also overcome the weaknesses in human judg-
ment. Since human error causes over 90% of traffic accidents, a significant increase 
in road safety could be expected (Friedrich 2016).
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This optimism is strange as I think it is not easier to write an algorithm that can 
navigate in an urban environment, in particular, considering that human drivers 
will still be on roads, than to develop an AI system that is able to appropriately 
distinguish between combatants and non-combatants. Traffic in a metropolis is 
highly dynamic, with many unwritten rules and unexpected situations, where hu-
man judgment seems indispensable. For example, if there is a police traffic control 
in place instead of traffic lights, AVs have to be able to recognize the signs given by 
the officer. Also, human drivers often do not drive precisely by the rules, so AVs 
have to take into consideration the rule-breakings of the drivers too. It is also to be 
noted that strictly observing the rules in traffic sometimes can be inefficient and 
annoying. Can AVs decide that breaking the speed limit by 10% is appropriate or 
not? Besides, pedestrians might also appear at the most unexpected places where 
they should not, and the software has to handle these situations. Road construc-
tions, small roads without signs, and the signs of other agents in traffic also have 
to be considered.

These challenges do not seem more straightforward than to decide who is a ci-
vilian and who is a uniformed, armed combatant.4 Various strategies already exist 
to enhance the recognition of legitimate targets, e.g. transponders, behaviour analy-
sis, location- and time-limited actions, or multi-sensor analysis. Combining these al-
ready existing solutions can offer considerable protection to civilians (Hughes 2014). 
With respect to the proportionality issue, the chances are bigger for AI to be better 
than humans. Also, evaluating a proportionate attack is a computational task, where 
machines abilities are better than humans.

Nevertheless, I admit that these are just speculations. It would be an empirical 
question whether the introduction of AVs to the roads will lead to increased safety or 
not. The very same is true though for AWS: their use could reduce unnecessary harm 
and death in just wars, or could lead to the opposite. What is important to see is the 
unjustified double standard in favour of AVs and against AWS.

3.3. An allegedly AWS-specific issue presented by Purves, Jenkins and 
Strawser

All the previous objections have the problem that they are too broad, and ac-
cepting them leads to the unacceptability of developing automated technologies 
across a broad spectrum. Purves, Jenkins and Strawser (2015) recognized this 
issue, and they tried to construct an argument targeting AWS specifically. Their 
point is that applying AWS would be similar to deploying psychopaths in the bat-
tlefield. They based this claim on the assumption that the decisions of the AWS 

4 I do not deny that there is an epistemological difference between friendly and hostile environ-
ments (Sterelny 2003). Participants of a friendly situation are aimed at unambiguity and directness, 
while the uncertainty of signals, unpredictability, mimicry, and camouflage are common elements 
of strategy in a battlefield. However, this circumstance does not affect the relevant distinction of 
combatants and non-combatants as everyone is interested in the clear-cut differentiation in this 
particular case.
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cannot be made for the right reasons.5 Hereafter, I examine this argument in 
more detail.

Purves, Jenkins and Strawser’s strategy relies on a principle in JWT: “there is 
a positive requirement to act for the right reasons in deciding matters of life and 
death” (2015). Ad bellum, it is not enough to have a just cause to go to war, but the 
belligerents have to act correctly for this very reason (see Section 2). AWS do not fall 
under this rule because they do not have the right to enter into wars: politicians and 
military advisors play the decisive role in these matters.

Purves, Jenkins and Strawser (2015) were not satisfied with this narrow require-
ment. The authors claim that it can be extended to the whole time of the war, creat-
ing an in bello obligation for the soldiers on the battlefield to act for the right reasons 
in their every act. Even though this is not part of the traditional JWT, they refer to 
authorities who support this idea, like Thomas Nagel (1972) and Peter Asaro (2012).

AWS are, by their very design, not able to act for the right reasons, so they cannot 
be applied in a just war. To illustrate their point, the authors draw a scenario with a 
sociopathic soldier, taken to be similar to the application of an AWS:

Imagine a sociopath who is completely unmoved by the harm he causes to 
other people. He is not a sadist; he does not derive pleasure from harming 
others. He simply does not take the fact that an act would harm someone as 
a reason against performing the act. In other words, he is incapable of acting 
for moral reasons. It then comes about that the nation-state of which this man 
is a citizen has a just cause for war: they are defending themselves from in-
vasion by an aggressive, neighbouring state. It so happens that the man joins 
the army (perhaps due to a love of following orders) and eagerly goes to war, 
where he proceeds to kill scores of enemy soldiers without any recognition 
that their suffering is morally bad. He is effective precisely because he is un-
moved by the harm that he causes and because he is good at following direct 
orders. Assume that he abides by the classic jus in bello rules of combatant 
distinction and proportionality, yet not for moral reasons. No, the sociopathic 
soldier is able to operate effectively in combat precisely because of his inabil-
ity to act for moral reasons.

Purves, Jenkins and Strawser (2015) conclude that anyone who thinks that it is 
problematic that a sociopath soldier would be involved in waging war, has to accept 
that applying AWS would be just as problematic.

Even though the authors tried to present an argument that is specific to AWS, 
one can easily make an analogy with AVs in this case: these machines sometimes 
also have to make decisions about matters of life and death. Consider the widely dis-
cussed trolley-type dilemmas arising in the literature (Lin 2016). Purves, Jenkins and 
Strawser (2015) are aware of this and present a twofold answer against these doubts.

5 Moreover, the supposedly unfulfilled requirement of acting for the right reasons – or the lack of 
moral reasoning in general – can be the basis of other deontic objections against AWS; for example, 
the problem of human dignity (Sharkey 2019) or respect (Skerker et al. 2020). In this paper, I restrict 
myself only to analyzing the arguments presented in Purves, Jenkins and Strawser’s (2015) work.
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On the one hand, their response takes into consideration the raison d’être of these 
machines. AVs are created for peaceful purposes in order to make traffic safer, and 
despite the fact that they sometimes have to make decisions with potentially lethal 
outcomes, these are not part of their everyday operation. On the other hand, they 
retort that there is a distinction between the frequencies of the decision-making: 
while AWS will continuously make lethal decisions as they are supposed to do, AVs 
will only do so on rare occasions. They consider these two arguments together sat-
isfying enough to differentiate between weaponized and non-weaponized autono-
mous systems.

It is not easy to argue against Purves and his colleagues’ position because they 
keep it smooth and sophisticated without being too ambitious. At the end of their 
paper, they position their stance with many qualifications:

Even if the responses fail to maintain a hard moral distinction between weap-
onized and non-weaponized AWS, however, we are not ultimately concerned 
about our argument ruling out driverless cars and other autonomous systems. 
We ought to meet a high bar before deploying artificial intelligences of any 
kind that could make morally serious decisions—especially those concerning 
life and death. It is plausible that no autonomous system could meet this bar 
(Purves, Jenkins and Strawser 2015).

I agree that we have to be extremely careful before we start to use AVs or wage 
wars with AWS. However, I maintain that those authors failed to provide a persua-
sive moral distinction between the two technologies. In the following, I raise three 
points that do not necessarily falsify their arguments but weaken them consider-
ably.

First, I would like to point out that the conjunction they used to underpin the 
difference between AVs and AWS contains two different types of conjuncts. The 
second one – that AVs will make fewer lethal decisions than AWS – is a quantitative 
argument; however, I think it misses the point. Note that, according to JWT, com-
batants are legitimate targets, so only the accidental non-combatant killings should 
count in this comparison. This fact considerably changes the intuitive appeal of 
the argument, because the difference in this respect is slight. I acknowledge that 
AWS are still in a worse position, but the boundaries are vague. For this reason, it 
is difficult to build solid grounds for this objection without telling how many lethal 
decisions are acceptable in an autonomous machine’s life. This task is still ahead of 
the authors.

The first conjunct – which points out the reason why people make a machine – is 
a qualitative difference between AVs and AWS, and it is more interesting as I think 
this embodies the real reason why people are so hostile towards AWS technologies. 
We do not like things that are designed to take someone’s life and, in addition, war 
and weapons have extremely negative connotations in western culture. These are 
sometimes legitimate concerns, but given the correct understanding of JWT, most of 
them are questionable. In a just war, the defensive state has the right to use weapons 
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no matter what technologies are involved.6  However, in an unjust war, it does not 
matter if we use guns, drones or AWS, our actions will not be legitimate. Moreover, 
in JWT, as one can argue, the purpose of deploying AWS in the battlefield is to protect 
innocent civilians and to achieve peace faster and with reduced loss, which seem to 
be desirable goals.

Furthermore, I would like to add that the military chain of command creates spe-
cial circumstances in moral responsibility, and endows agents with various kinds of 
ethical status. Due to this fact, we can expect very different things from commanders 
and soldiers. To highlight the importance of right intention, the authors use Jawors-
ka and Tannenbaum’s (2014, 245) example from everyday life:

Consider, first, giving flowers to Mary only in order to cheer her up, as opposed 
to doing so merely to make Mary’s boyfriend jealous. Although the two actions are 
alike in one respect—both involve giving Mary a gift— the different ends make for 
a difference in the actions’ nature and value. Only the former is acting generously, 
while the latter is acting spitefully. In one sense, the intended end is extrinsic to the 
action: one can have and intend an end independently of, and prior to, performing 
the action, and the action can be described without any reference to the intended 
end. And yet something extrinsic to an act can nevertheless transform the act from 
merely giving flowers into the realization of acting generously (or spitefully), which 
has a distinctive value (or disvalue).

It would be unnecessary to deny that the intentions have a crucial role in our 
everyday moral – and also legal – judgment, but in the military, commanders have 
the responsibility – and the burden of punishment – instead of their soldiers due to 
the chain of command (Schulzke 2012). For this reason, it is questionable whether 
a soldier on the battlefield has to have the right intention in order to morally jus-
tify his or actions. This only applies in a special version of JWT, and it is plausible 
to suppose that it is enough if the commanders give their orders with the right 
intention.

Finally, I would like to point out that the objection of Purves, Jenkins and Straw-
ser (2015) seems to disregard the intentions of the developers of these machines. We 
should not be surprised by their analogy between a sociopathic soldier and AWS, 
because this similarity is intended. As I mentioned in Section 1, military robots will 
only have modular AI, while lacking moral sense, in order to follow directions pre-
cisely. This is how militaries want them to be, so the problematized similarity with a 
sociopath soldier is not a bug, but a feature.

4. Jus post bellum

Jus post bellum principles aim for a trouble-free transition from war to peace. A 
significant part of this progress is the accountability of potential war criminals in 

6 Weapons that are below the legally required line of distinction and proportionality, or considered 
unethical – e.g. weapons of mass destruction, landmines, blinding lasers, expanding bullets – are ex-
ceptions. Keep in mind that certain armaments can be made autonomous, but AWS are not weapons 
themselves (see Section 1).
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international courts. Therefore, it is an essential requirement in JWT that every bel-
ligerent has to be a liable moral agent. AWS seem to challenge this principle.

4.1. Responsibility gap

According to Robert Sparrow (2007), the main challenge in JWT posed by the deploy-
ment of AWS is the so-called responsibility gap issue (cf. Matthias 2004). Suppose 
that – for some reason – an AWS made a mistake and destroyed a village with civil-
ians only. Note that AWS – unlike a remotely controlled uninhabited aerial vehicle 
– is targeted and engaged automatically without a human in the loop. Who is respon-
sible for this war crime?7

Several possible candidates can bear the responsibility: the most obvious is the 
AWS itself. Nevertheless, it seems that AWS is just not the right type of entity to bear 
moral responsibility. It lacks the general AI that would be needed to comprehend the 
consequences of its actions. Moreover, an AWS cannot be punished in a meaningful 
way (Sparrow 2007).

Apart from the machine, the programmer might also be liable (Kuflik 1999). This 
suggestion seems more plausible than the previous one, but still faces serious diffi-
culties. I will mention three of them. First, the codes used in AWS and other highly 
independent automata are learning algorithms, so the output of a given input is 
unknown, even to the programmer. Second, programmers usually work in teams, 
so it would be difficult to identify the one person who wrote the code that led to the 
tragedy. Additionally, the individual members of the team rarely understand how 
the full software works in practice. Finally, due to the modular architecture of the 
system, situations may occur in which developers buy the software from another 
project to use it in the AWS. For instance, software developed for AVs can be used to 
automatize infantry fighting vehicles. In this case, the programmers may not know 
that their codes were used in an AWS; therefore, it would be unjust to blame them.

Finally, one can blame the operation commander who ordered the deployment of 
the AWS to the battlefield (Lazarski 2002). Prima facie, this seems a fair solution, but 
a similar issue to the previous objection can be raised here. The commander may 
even have less knowledge than the programmers about how an AWS would respond 
in different situations. Therefore, it would not be fair to punish him or her for the 
malfunction of the machine.

Those who object based on the responsibility gap issue argue that – mostly be-
cause of the reasons introduced above – nobody can be blamed for the wrongdoings 
of an AWS. So, according to the jus post bellum principles in JWT, their deployment 
is morally wrong (Sparrow 2007).

Some philosophers think that the existence of the responsibility gap is the ul-
timate objection against AWS. However, regardless of what improvements can be 

7 Nevertheless, not everyone acknowledges the existence of the so-called responsibility gap issue 
posed by autonomous technologies (Tigard 2020), but I do not aim to discuss this issue any further 
in this article. Instead, I focus on the arguments and the debate between those who agree that this 
is a severe problem.
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delivered by AVs and how safe they will be, it is highly probable that they will also 
make mistakes, even lethal ones – granted though that the number of these events 
will be insignificant. But, when it happens, the very same responsibility gap is pres-
ent. According to the literature on the subject, a solution to this issue is not easy.

Parallels with AWS can be made concerning the possible candidates who should 
bear the responsibility in the case of an accident. These are the vehicle itself, the 
manufacturer (Gurney 2013) or the owner of the car (Hevelke and Nida-Rümelin 
2015). The first option is usually not even considered due to the lack of agency – sim-
ilarly to the case of AWS. However, the debate between the last two options is lively, 
because both positions have strong arguments in their favour.

The critical point for the present discussion is the lack of consensus about the 
responsibility gap issue in the ethics of AVs as well as AWS and the different conclu-
sions that it usually evokes. In the former area of research, scholars appear hopeful 
about solving the issue, while in the latter case, usually the contrary conclusion is 
drawn, namely that AWS should be banned as the responsibility gap issue is unre-
solvable. This double standard, as I have shown, is untenable. We are therefore left 
without AWS-specific arguments in favour of banning AWS.

5. Summary

Before I summarize this paper’s conclusions, I would like to address a general ob-
jection against the framework applied through the whole investigation. Some will 
argue: I should have taken into account that not every war is a just war, or at least 
it may be difficult to argue beyond any reasonable doubt that it is just. One should 
not argue for or against AWS on an abstract, idealistic theoretical ground. In light 
of this, the approach of this article is naive, unrealistic or even unethical. I am 
aware of this issue, but I would like to add three considerations that may weaken 
its strength.

First, this kind of objection seems to support my thesis about the unbalanced 
approach towards the topic. When one starts to read the literature about AWS, one 
rarely sees these arguments explicitly discussed, neither pro nor contra. This does 
not mean that concrete, contextual arguments are invalid or unintuitive, just that 
they are usually not frequently mentioned problems against AWS. In fact, most 
scholars who oppose AWS construct their arguments in an abstract theoretical 
space, similar to the one I have used here. This is why I think that it is rational to 
examine the discussion in an allegedly naive or idealistic approach. I would like to 
emphasize that, apparently, no one is bothered by this methodology as long as it 
supports the arguments against AWS, but when the very same approach leads to the 
contrary, somehow the framework becomes “idealistic”.

Second, it is worth reconsidering the goals of developing an ethical theory or pol-
icy-making. Generally speaking, in these investigations, one aims to create certain 
imperatives that people should follow to act virtuously or at least lawfully. Anyone 
who has the ambition to work out normative theories should suppose that people 
will follow the rules voluntarily, or the state will have the necessary resource to 
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force its citizens to follow them. For example, it would be a strange line of thought to 
legalize thievery because we live in a world where people often break private prop-
erty laws. In the same way, it is questionable to argue against the JWT framework 
on the basis that there have been numerous unjust wars in history. In normative 
projects like considering the ethical status of AWS, we do not aim to describe the 
facts of the world; instead, we propose certain principles or rules presupposing that 
these will be observed.

Third, to argue for the ban of AWS on the basis that states are not going to ob-
serve the relevant regulations during the deployment of the machines is in a way 
self-defeating. What guarantees that any law that prohibits AWS will be followed? 
I think nobody can warrant it, and there are cases indeed when outlawed weapons 
of mass destruction – like sarin or the VX nerve agent – were used despite their in-
ternational ban (Murphy 2013; Zurer 1998). Nevertheless, no one would use these 
unfortunate incidents as evidence that the ban was a wrong decision. Similarly, the 
potential threat of disobeying the laws and regulations on the use of AWS can hardly 
be an argument against their deployment. Recalling the previous point, in norma-
tive investigations like the discussion of AWS, we have to presuppose that people are 
generally rule-following; otherwise, all our efforts will be futile.

Despite the above considerations, this paper aimed not to argue in favour of AWS, 
only to provide a meta-analysis of the debate by pointing out specific biases. By being 
aware of these partialities, scholars can develop better arguments for or against AWS 
in the future. Throughout this article, I examined five objections against the deploy-
ment of AWS and tried to show that most objections are general to AI-technologies 
altogether, and Purves, Jenkins and Strawser’s deliberately specific argument faces 
problems. Therefore, without any morally relevant distinction, we should either an-
ticipate AWS with other potentially lethal AI-technologies or rule out all of them.

The first objection was the worry that a military that owns AWS will likely go to 
war more frequently, because of the reduced costs, and its guaranteed advantage 
over other militaries. I argued that this applies to every improvement in military 
technology. So, we either accept that every new development should be banned or 
accept AWS as just another step in the evolution of weapons systems.

According to the second, contingent objection, AWS will not be able to discrimi-
nate between combatants and non-combatants properly and will lack the capabili-
ties to measure the proportionate means of attack accurately. I argued that parallel 
doubts against AVs could be raised – but in fact, are rarely addressed in the philo-
sophical literature. Therefore, we either ban the development of AWS along with 
AVs or accept the fact that these technologies can potentially overcome human 
weaknesses, and thus we should anticipate their development.

The third objection was the worry that AWS could be stolen, could malfunction 
or could be hacked and these outcomes could lead to disastrous events. I argued that 
AVs and their supporting technologies, like smart cities or power plants connected 
to the network, are similarly vulnerable in this respect; in fact, as civilian systems 
– where security is not always the priority –, perhaps even more so. A smart city 
has as much vulnerability as an AWS and the consequences of a possible attack or 
malfunction is also catastrophic.
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Perhaps the most challenging issue concerning AI-technologies is the responsi-
bility gap: from intelligent elevator systems through AVs to AWS, many technologies 
are affected by this (Matthias 2004). However, depending on the type of technology 
in question, ethicists assess the problem differently. In the field of war ethics, the 
responsibility gap is usually an ultimate reason to ban AWS in the future. But when 
it comes to AV, the attitude of philosophers is markedly different: they try to resolve 
the problem in order to remove the barrier to AV application. I argued that this dou-
ble standard is mistaken because such an objection rules out a broad spectrum of 
AI-technologies, AVs among them.

Finally, Purves, Jenkins and Strawser’s objection was created specifically against 
AWS, but its success is debatable. I called attention to two points regarding their 
insights. First, the military chain of command creates a special context concerning 
responsibility attribution, so the major purpose of creating AWS is to eliminate un-
necessary human emotions and intentions, but the authors have not taken into con-
sideration this fact.

Those who would like to argue against the deployment of AWS have to empha-
size its distinguishing characteristic that other AI-technologies or weapons lack. This 
characteristic can be the basis of a forthcoming argument against them. However, in 
most of the objections, this characteristic is omitted, which makes the argument too 
broad to be effective. Purves, Jenkins and Strawser (2015) point out this mistake and 
attempt to create a specific objection. They succeeded in outlining the distinguishing 
characteristic – the lack of right intention – but their argument can be challenged 
because right intention in bello for soldiers is not necessary to wage a just war – this 
requirement only applies to politicians and military leaders ad bellum.
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1. Introduction

With the widespread emergence of artificial intelligence in the modern world, 
decision-makers have become increasingly aware that the development, use and 
functioning of AI require some level of regulation. From AI companies and research 
institutions to governments and supranational organizations, several actors in the 
field recognized that despite the proliferation of self-imposed value-systems and 
guidelines (Hagendorff 2020; Héder 2020), and even if the value-alignment and val-
ue-loading problems (Christian 2020; Bostrom 2014) become solved, the question of 
how the desired values and norms could be realized remains open. Although some 
researchers think that the race for AI will result in a race for regulation (Smuha 
2021), or that the ethical frameworks and the users can be brought closer to each 
other (Hatamleh and Tilesch 2020), thus allowing the guidance problem to be settled 
by taking the values and norms into account on the one hand and the developers 
and users on the other, we argue that a third factor, namely politics should be in-
cluded in the discussion.

In this article, we argue that the problem of implementing AI guidelines, whether 
they concern narrow AI, expert systems or superintelligence, will be necessarily fo-
cused on the question of enforceability. That is, whereas the discussion on guidelines 
concerns mostly their value content and the norms they are aimed at applying, our 
claim is that the issue of how they can become binding should be taken into account 
more seriously. By its nature, it is a political problem, inasmuch as it is not merely 
political on a thematic level of how AI is used within our political institutions but in 
its very logic that is defined by putting forward values and seeking their realization. 

To understand the practitioner’s view regarding values, ethical guidelines and 
their realization requires taking the political nature of the context of the complex 
field of AI more seriously into account. Our claim is that political theory, precisely 
because it is focused on the links between norms and action, prescription and real-
ization and justification and enforceability can help with understanding a further 
level of the emerging AI problem (Damnjanovic 2015, 76; Schippers 2020, 35). In oth-
er words, to understand on a practical level how to regulate AI one needs to consider 
the political context of regulation.

Therefore, the article aims to sketch a twofold problem that emerges at the in-
tersection of AI and political theory. First, we demonstrate that the implications of 
approaching AI from a political theoretical perspective require that AI should be 
considered with a particular focus on the special nature of the political sphere. Here, 
we challenge the ‘applied ethics’ approach of those authors who regard AI as a mere 
regulatory problem. We claim that in discussing the regulation of weak AI, the con-
text of political action and the specific conflictual nature of politics must always be 
taken into consideration either on the level of the emergence of AI within political 
practice or in the more abstract understanding of the general political context of 
AI. We address this as a problem of political realism: building on an analogy, we 
claim that just as the current mainstream in AI research conceives of guidelines 
as ‘applied ethics’, problems of relevance and efficacy should be reconsidered, just 
as realist political theory did to the relationship between normativity and political 
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action. Second, we claim that the implications of AI for political theory could be ben-
eficial for addressing some of the oldest political theoretical questions; for example, 
issues of peaceful coexistence, sovereignty or authority. Here, we claim that AGI and 
superintelligence are relevant tools for political theoretical inquiry.

The authors of this article are political theorists with no formal training in AI. But 
we are enthusiastic about both the nature of the political world and the possibility of 
political theorizing on the practical guidance of human conduct. We believe that our 
political theoretical contribution may help AI experts to understand the inherent 
limitations of regulating AI. At the same time, we see the current interest in AI as a 
great opportunity to understand the ordinary operation of the political world.

2. The realist approach

We take political realism as a framework for discussing the political context of AI 
guidelines. In this section of the paper, we briefly define political realism and high-
light what we believe is an intrinsic link between the main concern of realist political 
theory and contemporary efforts to prescribe the development and functioning of AI. 

Realism has always been a main general understanding of politics, even if during 
the latter part of the 20th century it became predominantly known as a paradigm in 
IR where it was described as politics focusing on power, interest or the use of force 
(Morgenthau 2005). Whereas these terms are not alien to contemporary realist the-
ory, the focus of the authors belonging to this loose and heterogeneous ‘movement’ 
is broader. Recent realist resurgence was triggered by political philosophies which 
conceived of politics as the application of pre-existing ethical principles elaborated via 
abstract reasoning. Contemporary political realism holds that any normativity in pol-
itics, provided we want it to be effectual, must conform to the specificities of politics. 
That is, realist political theory is a countermovement against political philosophies 
that disregard the autonomy of politics and see it as nothing more than applied ethics. 

Political realists do not deny that normativity is an ineliminable part of politics. In 
fact, contemporary realist theorists maintain that politics deserves its name as a form 
of legitimate rule due to its contrast to mere domination. Unlike mainstream political 
philosophy, however, realists do not think that abstract values such as justice could 
or should be considered before answering the ‘first political question’ of securing or-
der as the condition of cooperation (Williams 2005, 3; Sleat 2018, 5–6). Order, security 
or legitimacy are values intrinsic to politics, therefore their realization conforms to 
the specificities of politics thereby providing actual normative standards for political 
action. By contrast, proponents of justice, equality and fairness fail to understand 
politics properly when they begin by elaborating abstract ideals and expect them 
to be applied to the sphere of politics. The same applies to ideals of transparency or 
explainability, along with some other values often discussed in the context of AI eth-
ics. Moreover, the applied ethics approach can be regarded as an attempt ‘to evade, 
displace or escape from politics’ (Galston 2010, 386) against which realists, to become 
politically more relevant, demand the autonomy of politics and political thinking 
(Galston 2010, 408; Geuss 2008, 23; Sleat 2011, 471; Williams 2005, 3). Applied mo-
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rality, as Bernard Williams calls it, is a mistaken way of conceiving normativity in 
politics (Williams 2005, 2). 

Mainstream political philosophers, advocates of the applied ethics view, main-
tain that politics is just one of the spheres that has its own set of rules, yet the source 
of normativity for them remains abstract morality (Leader-Maynard and Worsnip 
2018, 761). Discussions of several areas which have quite specific codes of conduct, 
ethical guidelines and regulations (such as medicine) are predominated with this 
approach. We argue that this approach fails to answer a crucial question: how to 
expect abstract values to regulate, justify and measure (political) behaviour without 
having the necessary means (enforceability) to become effectual in politics? Self-im-
posed guidelines fulfil their task only up to the point where they do not undermine 
the goals of their authors, or where the values incorporated into them do not conflict 
with each other. AI guidelines just because they are normatively attractive will not 
be binding without being enforceable. As realists tend to say, it is politics that pro-
vides collectively binding – and legitimate – decisions (Burelli 2020). 

This leads us to a further insight about guidance conceived as a link between 
theory and practice. Realists criticize mainstream political philosophers due to the 
political irrelevance of their abstract morality. Realists claim that their approach is 
epistemologically better since they acknowledge that politics has its own set of rules 
and contextually embedded norms. From political relevance, realists proceed in two 
different directions. Some theorists maintain that political theory should elaborate 
measures, justification and critical standards for the political sphere. Realist polit-
ical theory can give guidance to politics precisely because by acknowledging the 
autonomy of the political realm, political theory can become more relevant (Rossi 
and Sleat 2014, 689). Others, however, suggest that more relevant – realist – descrip-
tions of politics mean that political theory should give up any aspirations to become 
action-guiding; it should remain a descriptive effort, and focus on what ‘thinking 
politically’ means (Horton 2017; Freeden 2018). It might be a reasonable compro-
mise to acknowledge that theory can become action-guiding, but what practitioners 
actually ‘follow’ is ‘contingent and, crucially, incidental’ to the purposes of political 
theory (Horton 2017, 498). That is, it is unreasonable and unrealistic to expect that 
only because a guideline meets the abstract standards it becomes binding and rele-
vant for practice. 

As we have seen, realists do not claim that politics should be devoid of normativ-
ity. At the same time, realism is considered as a methodological innovation in polit-
ical theory which, instead of putting forward specific proposals for political action, 
argues for a closer look on politics before defining the values to be realized (Rossi 
2016; Jubb 2017). Although in what follows, we will make use of some of the substan-
tive claims offered by realism, on the whole, our aim is to draw attention to politics 
both as the actual context of guiding and regulating AI and as the nature of these 
efforts that aim at bridging abstract norms and practice. That is, we do not suggest 
that the AI guidelines problem can only be dealt with by adopting realism. Realism, 
however, is a good way of showing the limits of guidance in a context where the 
need for binding decisions appears on the horizon. 
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3. The politics of AI: Enforceability and collectively binding decisions

In the context of current debates on regulating AI, politics becomes meaningful on two 
levels. First, the AI in politics problem concerns the use of artificial intelligence in pol-
itics. According to an instrumental understanding, AI needs to be regulated due to its 
profound (often worrying) impact on political practice from campaigning to adminis-
trative decision-making. Second, the politics of AI needs to be discussed to delineate the 
political nature of the problem of regulation, by which we mean that any attempt to 
achieve a normatively binding prescription for developing and applying AI is necessar-
ily a political action. As for the former level, we take concerns about the proliferation 
of AI and the hopes regarding its regulation to be based on an idealistic understanding 
of politics. Taking the much-debated issue of interfering with voter behaviour as a brief 
example, regulation often comes down to attempts to exclude manipulation from polit-
ical practice. As the Cambridge Analytica scandal or the Brexit referendum (Schippers 
2020) exposed, political professionals rely heavily on machine learning hoping that the 
vast amount of voter information they gathered can be turned into meaningful data for 
segmentation, targeting and messaging at unprecedented levels of precision. Although 
it is worth noting that, especially in US electoral politics, computational tools are far 
from new and have been present since the 1950s (McKelvey 2021; Issenberg 2012), re-
cent advances in AI precipitated worries about how technology undermines democracy. 
AI is seen to be weakening democracy by increasingly centralizing and controlling in-
formation and communication, creating fake identities, support and messages, as well 
as by altering the perceived political reality by reinforcing filter bubbles (Savaget 2019). 
In sum, the problem with AI and the reason why it should be regulated is that it pro-
vides politicians with more efficient means of manipulation whereas voters become 
more disempowered, and thereby accountability as a fundamental feature of democrat-
ic governance becomes void. However, more realistic authors have always been more 
cautious with the idea that voters are autonomous agents and that electoral politics 
without manipulation does exist (Schumpeter 1987; Körösényi 2010; Achen and Bartels 
2016). Separating acceptable and unacceptable forms of influencing voter behaviour 
is a debate that is already political and cannot be solved by abstract ethical principles 
or self-regulation however carefully elaborated. Limiting political manipulation is not 
something beyond or before politics but a part of it, therefore politics seriously con-
strains the possibilities of how and to what effect the use of AI can be constrained. It 
is here where the AI in politics problem turns into the more abstract question of the 
politics of AI to which we turn now. 

3.1. The role of the state

The problem of the state serves as a link between concerns about the use of AI in pol-
itics and the more abstract problem of the politics of AI. On the one hand, the state is 
evidently implied in the problems described above, yet it is hard to find in the discus-
sion about AI ethics and guidelines. On the other hand, the general political nature of 
AI and AI regulation might be approached through the concept of the state, even if it is 
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far from being the sole route a political theorist might follow. The absence of the con-
cept of the state from the AI ethics discourse is somewhat understandable inasmuch 
as the topic of regulation through guidelines is focused on self-governance. As Hagen-
dorff (2020, 100) remarks, ethical guidelines developed by companies and research 
institutions serve to discourage the creation of a ‘truly binding legal framework’. Even 
if such strategic implications might not be general in all systems of AI ethics, enforce-
ability is an open question that cannot be answered by completely disregarding states 
as key players in the field. The role of the state emerges on two levels. 

First, as Hagendorff rightly observes, ethics – AI ethics included – cannot rein-
force itself as it lacks the necessary – coercive, we might add – means (Hagendorff 
2020, 99). The state is obviously the primary existing candidate for this role. Howev-
er, considering the discussion on AI guidelines it seems that AI ethics – as a kind of 
applied ethics – expects that its principles will be followed merely due to their right-
ness, epistemological soundness, and normative attractivity. This, however, does not 
answer enforceability or a situation in which competing values are present. Under-
standably, any self-regulating effort will reflect the particular position of its author 
even if there are attempts to put forward universal norms as well. Although not nec-
essarily motivated by selfishness, the proliferation of ethical guidelines results in a 
proliferation of particular positions and the possibility of conflicting values as well. 
Recent studies (Hagendorff 2020; Héder 2020) have revealed several overlaps but 
also differences between these documents. From this, it follows that beyond lacking 
the means to enforce a guideline, a further problem results from there being many 
possibly conflicting guidelines. Just as with ethical beliefs in a society, in the absence 
of an arbitrator, not only does implementation remain unsolved but conflict resolu-
tion as well. Whereas the first problem implies inefficacy, the plurality of guidelines 
might result in a disorder of unaligned particularities. 

The other problem concerns the supranational level of enforceability. Evidently, 
even if binding guidelines exist on the national level enforced by states, most of the 
problems that required regulation in the first place remain unsolved between and 
above states. However, it is unlikely that a global solution might be adopted in the 
form of a supranational regulatory agency (Erdélyi and Goldsmith 2018). Any global 
attempt to regulate the development and functioning of AI will be just as efficient 
as any previous effort to make binding decisions on, for instance, climate change 
or global tech companies. On a global level, states are as inevitable as they are in-
sufficient when it comes to regulating AI at least until the establishment of a global 
government which, from a realist point of view, seems to be highly unlikely.

3.2. Value transfer and enforceability

As the condition of transferring values, the problem of enforceability emerges on a 
more abstract level, revealing how AI guidance is political by nature regardless of 
any actual value or political content. The applied ethics approach in the field of AI 
guidelines has become increasingly nuanced as more and more regulative levels 
and methods have been differentiated. Christian’s (2020) alignment problem, for ex-
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ample, addresses the questions of the methods and contents of value transfer from 
humans to (narrow) AI. Considering the emergence of superintelligence, Bostrom’s 
value-loading problem also differentiates various ways of transferring human values 
into AI (Bostrom 2014). The discussion however remains focused on the interaction 
between normativity and technology while politics, if it appears at all, seems merely 
to be a disturbing factor to be neutralized. Criticizing Bostrom’s account, however, 
Totschnig (2019, 916) emphasizes that the predominantly technological approach 
misreads the nature of control over a future superintelligence inasmuch as it should 
be considered as driven by the political dimension of self-interest. To avoid a war-
like situation between a superintelligence and humans mutually considering each 
other as an existential threat, and achieving a peaceful coexistence, AI must not be 
antagonized by treating it as a tool or servant (Totschnig 2019). While Totschnig’s re-
alist implications are promising, in the end, the described relation between humans 
and AI becomes idealistically depoliticized and the seemingly political model fails to 
address the relationship between value transfer and enforceability. 

Totschnig notes that the mutual existential threat that characterizes the warlike 
situation between AI and human agents lasts only until the AI begins to develop into 
superintelligence (Totschnig 2019). From that point, AI will have control over all 
the necessary means to transform the mutual threat into a one-sided vulnerability 
of humans. Certainly, if the superintelligence decides to get rid of humans, their 
political situation dissolves. The other option, however, namely the peaceful coex-
istence achieved by recognizing the self-interest of AI, surprisingly fails to develop 
an adequate account of politics and the political context of regulation. Contrary to 
what Totschnig says here, peaceful coexistence through recognition does not end 
the Hobbesian warlike situation but actually extends it towards politics. Let us re-
mind ourselves that under the realist framework politics is more than successful 
domination; it is a legitimate form of rule that is not merely acknowledged just be-
cause there is no other viable option but understood as acceptable. A threatening su-
perintelligence and acquiescent humans cannot have a political relationship. Both 
the value-alignment and the value-loading problem should be raised at this point. 
Considering that instead of mutual vulnerability humans are now disproportionally 
weaker, no guideline can be transferred to AIs based merely on the attractivity of its 
principles. The situation becomes political when coexistence with superintelligence 
exceeds mere acquiescence and resignation. That is, to be called properly political, 
any cooperation or order needs to be justified, however, justification emerges from 
within the very context of coexistence and the shifting power-relations between hu-
man and AI agents.

This extension of Totschnig’s reading of Bostrom’s approach is meant to be a 
model of how AI guidance can be conceived. Analogous to what we said about how 
the realist position reveals the boundaries within which actions and relations can 
be called political, superintelligence in the extended example above serves as the 
extreme case of guiding AI. Given that the wider AI problem is about the external-
ization and delegation of more and more human decisions to artificial intelligence 
(Chiodo 2020), no paradigmatic difference exists between narrow AI and strong AI 
or superintelligence, when human decision-makers are expected to develop guide-
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lines which, present-day at least, relate to the development, use and functioning of 
AI as well. Following from our ‘politicized’ account of the context of AI guidelines, it 
might be concluded that the political relation is multi-layered, and encompasses hu-
man versus human, human versus AI, and possibly AI versus AI relationships, given 
the condition of enforceability and binding prescription emerging on the horizon. 

4. Implications of AI to Political Theory and the concept of regulation

In the previous section, we demonstrated how a political theoretical perspective on 
artificial intelligence reveals its particular political nature, and we showed why it is 
mistaken to regard AI as a regulatory rather than a political problem. In this section, 
we flip the perspective and unpack the implications of addressing AI as a political 
problem, that is, we show what political theory can learn from discussions about 
the regulation of artificial intelligence. We argue that two fundamental implications 
follow from this perspective. One implication is that AI and claims to its regulation 
embody a compilation among the traditional problems of political theory. Therefore, 
the seemingly new fears around AI and its regulation are, in fact, well-known prob-
lems for political thought. The other implication involves claiming that AI – even 
in its strong form, such as artificial general intelligence or superintelligence – is a 
valuable tool for understanding the political realm if applied as a particular political 
theoretical methodology, precisely, in a thought experiment.

4.1. The impossibility of regulation: A classical problem

The increasingly popular topic of artificial intelligence may seem marginal from 
a political theoretical perspective. However, contemporary debates about some di-
mensions of AI are, in effect, political in the sense that they revive some classical 
dilemmas of political thought. The current discussion about regulating AI and the 
need for ethical guidelines – perhaps because of the urgency of such claims – is 
surrounded by an unsettling atmosphere, whereas regulation is a longstanding is-
sue for political theory. Roughly speaking, politics is exactly about the problem of 
control. That is, now we show how current debates on AI guidelines reiterate earlier 
concerns of political theory. 

The idea of an artificial entity and its inherent dangers to humanity has engaged 
ancient imagination, for example, in Greek mythology, in the form of Pandora, an ar-
tificial person created by Hephaestus (Pereira 2021). However, artificial intelligence 
has appeared in modern political thought as a distinctively political idea. Hobbes 
is rightfully known as ‘the grandfather of AI’ (Haugeland 1985, 23) for two reasons. 
First, he invented the idea of reasoning as computation, and second, he elaborated 
the idea of the application of an artificial person for politics (Hobbes 1651, 1655). In 
his reasoning, to overcome the brute reality of the state of nature, in which conflict 
is permanent, the ‘unity of the multitude’ brings into being the ‘state,’ the Leviathan, 
which is a ‘fictional character’, by authorizing a representative, who represents the 
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state by acting in the name of it. This representative, the ‘sovereign’, is another arti-
ficial person (embodied by a natural person or an assembly) who also lacked any ex-
istence before the act of covenanting (Skinner 2018, 358). Therefore, the Hobbesian 
theory of social contract aims to not only argue for the desirability of political order, 
and thus, for the need for government, but also to offer a tool for justifying the legiti-
macy of rule (ibid. 360–361). While the Hobbesian conception of war of all against all 
in the state of nature refers to the dangers inherent in the absence of political order 
(as it was seen above concerning our expansion of Totschnig’s reading of Bostrom’s 
superintelligence), Hobbes’s concerns for legitimate authority imply a different type 
of danger inherent in political life. The conditions for the right to rule – one of which 
states that only the sovereign is authorized by governance and the other that gov-
ernance must aim for the preservation of life and health of the members of the com-
monwealth (ibid.) – indicate that these artificially created entities always include the 
potential to exceed the constraints set for them. In the Hobbesian framework, this 
means that for the artificial person of the state, for which the metaphor of Leviathan 
seems particularly apt in this regard, there is a permanent threat of seizure by some-
one without proper authorization. At the same time, there is also an indispensable 
danger that the artificial person of the sovereign is a counter to the common good. 
The fear of the inherent potential of overreaching the scope of the authority is more 
explicit in Locke’s social contract theory that permits the withdrawal of obedience 
to the sovereign in case of abuses of power (Locke 1689).

It is clear, therefore, that the aspiration to restrict artificial entities emerged at 
the very moment when the idea of artificial intelligence emerged. Nonetheless, and 
more importantly, artificial intelligence as a political concept is not only intercon-
nected with attempts to specify its limits but can be regarded as a mechanism for 
balancing two persistent dangers of the political realm: the extremes of the disorder 
of the state of nature and the tyrannical, illegitimate use of force or even terror. 
Therefore, the original idea of artificial intelligence as a political conception high-
lights the inherent fragility of the political. In sum, the state and the sovereign, as ar-
chetypes of artificial political entities can at the same time offer desirable solutions 
and severe challenges for political life. 

Recalling the realist viewpoint of the political sphere, it seems that the only at-
tainable goal is a modus vivendi, which resonates with the idea that an inherent 
characteristic of the political world is balancing the possibilities of two extremes. 
History of politics supports this more pessimistic view: occasionally, eruptions of 
civil war and failed states still embody the brute reality of the Hobbesian state of 
nature, while the existence of authoritarian and totalitarian dictatures altogether 
with hybrid regimes are eternal reminders of the impossibility to limit power in a 
once-and-for-all manner.

In light of this reality of the political world, new claims for the regulation of ar-
tificial intelligence, more specifically on weak AI, are less promising. Debates on 
the regulation of AI concentrate on the need to connect principles such as fairness, 
accountability, safety, sustainability, and social inclusion, among others, to AI gov-
ernance (for a more exhaustive list, see Hagendorff 2020). Nevertheless, the most 
discussed issue is transparency, which is among the primary claims for several AI 
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ethics guidelines released by different institutions and companies in the past few 
years.

The current boom in ethical guidelines for AI involves several criticisms concern-
ing the effectiveness of such guidelines based on their potential to implement trans-
parency and other claims effectively. This line of criticism can be divided into three 
types of argument. The first type challenges the AI guidelines on their extensive 
list of ethical claims based on their ineffectiveness. This type, which can be called 
‘tick-box criticism,’ can be coupled with a proposal of some different approach, for 
example, virtue ethics (see Hagendorff 2020). The second type, which can be called 
‘double standard criticism’, is more sceptical about the possibility of guiding AI and 
whether full transparency can be achieved at all. This criticism builds on the ar-
gument that it would be a double standard to call for higher transparency in AI 
compared to human decision tools and human reasoning (see Zerilli et al. 2019). 
The third type of criticism is more focused, what we call ‘specificity criticism’, and 
argues that current Artificial Intelligence Guidelines (AIGUs) are not specific to AI, 
but they are simply attempting to gain social control over technology. This criticism 
also demonstrates that transparency and explainability are claims that specifically 
concern AI because in such cases there is a possibility of the autonomy of AI. In that 
case, though, the double standard problem arises (see Héder 2020). 

These criticisms imply that there is a profoundly political characteristic of AI. On 
the one hand, there is a relative autonomy inherent in AI that can be understood in a 
broader sense. It is impossible to regulate in every detail, something that can devel-
op by itself. On the other hand, concerning the expert systems of weak AI, the double 
standard criticism and specificity criticism correctly acknowledged that it would be 
an unfair expectation to regulate the decision-making of artificial intelligence in do-
mains where human decision-making cannot be entirely regulated likewise. How-
ever, contrary to the double standard criticism, we do not base our argument on 
the similarity between the obscurity of artificial decision tools and human cognitive 
processes. Instead, we build our argument on the political characteristic of AI. Using 
AI as a tool is similar to political authorization: although accountability is the main 
virtue in politics, it would be unrealistic to expect legislative, executive, or judicial 
officials to act ‘perfectly’. We can only hope that they behave to the best of their 
knowledge, and while we usually hold them to account for significant breaches of 
their power, mostly, we authorize them because authorization is the only legitimate 
way to create order without slipping into a Hobbesian state of nature or a tyrannical 
regime.

4.2. Using AI as assistance for practical thinking

From a political theoretical perspective, the differences between weak and strong 
AI and the differences between claims for their regulation are not striking. Hence 
AI resonates with an inherent problem of political theory, what we called balancing 
between extremes; our scepticism towards full transparency concerns both weak 
and strong AI. Moreover, the more ‘fictional’ ideas of artificial general intelligence 
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(AGI) and superintelligence are also highly relevant for political theorizing. Political 
theoretical methodology frequently employs some fiction in the form of thought ex-
periments and intuition pumps. These methods help us test our reasoning, build and 
destroy arguments, or explore our intuitions. Therefore, they can be used for differ-
ent aims, and for this reason, they can lead to entirely different conclusions. In fact, 
the idea of a state of nature is a typical thought experiment, a mental visualization 
used by political theorists to justify their arguments on particular issues. Neverthe-
less, there are other methods involving fiction in political theory, such as idealistic 
or even utopian ideas about a just society and a just world or assumptions about per-
fectly reasonable individuals in situations of complete information. Also, there are 
dystopian ideas in political theory about the absence of order or a surveillance state.

From the perspective of political theory, therefore, the possibility of the emer-
gence of AGI or superintelligence is not as marginal as for more technical discus-
sions. AI has the potential to reveal the complexity and unpredictability of the 
political world and the role of human conduct in shaping the political world. Using 
AI as a thought experiment as Bostrom and other authors who engage themselves 
with the idea of strong AI sometimes do, reveals that claims for transparency and 
a priori determined rules can never be entirely enforced. Armstrong (2007), for ex-
ample, elaborates a relatively universal solution to guide future superintelligence, 
still addresses several cases in which regulation may fail, and admits that in some 
of these scenarios, we are ‘screwed’. Bostrom also addresses a broad range of po-
tential problems concerning the transparency and regulation of a future superin-
telligence. 

The idea of the emergence of multipolar general artificial intelligence is also a 
helpful tool to understand politics. The AI race (even in its weak form) is similar to 
other technological races in human history, involving crucial political challenges, 
such as the race for the fission bomb, fusion bomb, satellite launch, or the ICBM 
(Bostrom 2014). As Bostrom demonstrates, governments have always been seeking 
to gain control over such projects, which may provide them with a decisive strate-
gic advantage (Bostrom 2014, chapter 5.). Such a scenario powerfully highlights the 
ineliminable nature of conflict in the political realm. However, if the emergence of 
AGI or superintelligence involves the dissolution of conflict from politics, it would 
automatically mean the obsolescence of humanity as we know it.

Concluding the section, we aimed to argue for the relevance of applying the idea 
of AI – both in its prevalent, weak and in its less discussed strong forms, such as AGI 
or superintelligence. The point of our argument was to show that there is nothing 
new in AI that would be unknown to the political world. The origins of the idea of AI 
from Hobbes’s political theory to contemporary realist political theory implied that 
the political could not be entirely subjected to human oversight. Politics is precisely 
about balancing between the absence of order and terror. Besides there being no 
final solution that secures politics once and for all, there is no possibility to regulate 
artificial intelligence and secure all of its desired virtues and norms in advance. 
However, this is not a pessimistic conclusion that refuses any attempts to implement 
such norms; rather it is a confident argument for demonstrating that we already 
have a toolset – available in the political realm – for keeping AI under control.
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5. Conclusion

The article argued for a (fundamentally realist) political theoretical approach to the 
problem of AI regulation. Our aim was to take one step back from the current de-
bates on AI guidelines and to investigate the context in which the claims of regula-
tion appear, and – as a result – to question the ‘applied ethics’ type of attempts that 
aim towards a priori laid-down rules for AI. In the article, first, we sketched the 
main characteristics of a realist view, then we demonstrated how this perspective 
highlights that AI is, primarily, a political rather than a regulatory or a technical 
problem. In doing so, we identified two problems: one is about the problem of AI in 
politics and the other one is what we called the politics of AI problem. Regarding the 
former one, we showed our concerns for the way AI transforms democratic politics. 
Concerning the latter one, we discussed the role of the state in the enforcement of AI 
regulation; while claiming that there is also a deeper problem of choosing, aligning, 
and loading values we want for AI. Finally, we addressed what current attention to 
AI can teach political theory. In this regard, we first demonstrated that the question 
of regulation is a classical and irresolvable problem of political thought, to which 
any attempts seem to be doomed to failure. Second, we showed that taking AI as a 
thought experiment may help us understand how our political world operates.

The article touched upon some further issues that should be considered not only 
from a (realist) political theoretical view, but from a broader scope of discussions 
as well. One question is about the arbitrariness of the values we seek to regulate 
and to be implemented in AI. While current debates are focusing on the problem 
of formulating AI in a way desirable for us (let us say, for humanity per se), there 
is a preceding problem of which values to choose and what to do when there are 
competing or even conflicting values. Although it could be justified that values such 
as transparency and human oversight are primary values from the perspective of 
political theory’s general commitment to democratic values and participation, it can 
be argued that some directly emancipatory values such as fairness and solidarity in 
AI are just as important. 

Finally, we revisit the criticism we applied in the article. Basically, we argued for 
a political realist approach due to its methodological innovations and we mentioned 
the usefulness of some of its substantial claims. However, there could be other ap-
proaches that criticize the so-called ‘applied ethics’ approach to the regulation of AI 
from a different perspective, and in fact, there are some attempts for a virtue ethics 
view (see Hagendorff 2020). We did not intend to exclude the appropriateness of 
such perspectives in substantive matters. Rather, we attempted to address the prob-
lem of AI from a broader perspective that takes politics seriously.
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Some ethical considerations

There is an ongoing debate on how algorithms and machine learning can and should 
deal with human diversity while avoiding the pitfalls of statistical stereotyping, the 
re-enforcement of clichés and the perpetuation of unjust discrimination. Computer 
scientists try to tackle these issues by developing algorithms and social-interaction 
protocols for mediating diversity-aware interactions between people, for instance 
on diversity-sensitive social platforms. At the same time, diversity-related data of-
ten comprise sensitive personal data, and their collection, storage and management 
increases the vulnerability of users to various misuse scenarios. Already this obser-
vation leads to the question, how do we need to conceptualize responsibility to do 
justice to the increased vulnerability? In this paper, I thus focus on the questions a 
diversity-sensitive social platform raises with regard to responsibility, and propose 
a tentative ethical framework of responsibility for these platforms.
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1. Introduction

Despite the apparent diversity of humans, technology in general and digital solutions 
in particular still struggle to take diversity into account. Thus, diversity poses not only 
an ethical but also a computational challenge. There is an ongoing debate on how 
computerized algorithms and machine learning algorithms can and should deal with 
human diversity while avoiding the pitfalls of statistical stereotyping, the re-enforce-
ment of clichés and the perpetuation of discrimination against particular groups.

Computer scientists and developers are increasingly aware of these problems, and 
are trying to develop technical methods, algorithms and social-interaction protocols 
that enable machine-mediated diversity-aware interactions between people, for in-
stance on diversity-sensitive social platforms (cf. Reinhardt 2020a, 272). To measure 
diversity and to make sure that diversity is instantiated in turn requires the collec-
tion of data. Diversity-related data, however, often comprise sensitive personal data. 
The collection of diversity-related data, thus, touches not only on questions of infor-
mational privacy, but also increases the risk of various misuse scenarios, online (e.g. 
hate speech, trolling, cyberbullying, misinformation) and offline (e.g. persecution).

The often, though not always, honourable goal, to make a social platform diversi-
ty-aware, thus, comes with an increased vulnerability for the users and data subjects 
of the platform – a vulnerability that is increasingly exploited by some service provid-
ers and other platform users. Hence, this vulnerability alone gives us sufficient rea-
son to think about questions of responsibility with regard to diversity-sensitive social 
platforms. Additionally, technical innovations, especially those with an undeniable 
extent of societal impact, have consequences – both intended and unintended. It is 
part of responsible research, as well as of responsible action in general, to be mindful 
of the possible consequences in advance and to set up structures that do justice to 
this fact. This also includes a reflection on the appropriate concepts and structures 
of responsibility. Concerning social platforms, this has not yet been sufficiently done, 
though there are of course some notable exceptions1. This article is, thus, intended 
also as a contribution to a more general debate on responsibility and social platforms.

In what follows, I outline some ethical questions that arise from the design pro-
cess of diversity-aware social platforms. To do this, I first define what platforms and 
social platforms are and explain that the term diversity itself also raises some con-
ceptual questions that we should bear in mind. Then, I will focus on the questions 
a diversity-sensitive social platform raises with regard to responsibility, and sketch 
a tentative ethical framework of responsibility that formulates some recommenda-
tions for relevant stakeholders.

2. Diversity-aware social platforms and their flip side

In computer science, the notion ‘platform’ refers to a unified basis on which appli-
cation programs can be executed and developed. Platforms are digital structures 

1 With regard to responsibility and content moderation as well as to content generation, these in-
clude, among others, the works of Gillespie (2018a, 2018b) and Gorwa, Binns and Katzenbach (2020).
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that store data and enable and mediate interactions on a large scale. There is a great 
variety of platforms on the market and their development and evolution are highly 
dynamic. Platforms include search engines, comparison and rating portals, market-
places, trading platforms, media and content services, online games, social networks 
and communication services.

Herein, I refer to platforms as social platforms when their aim is to connect peo-
ple, or to mediate interactions between individual persons – in contrast, for instance, 
to platforms that enable digital communication between industrial machines. This 
distinction is, of course, based on the implicit thesis that the interaction of humans – 
whether digitally mediated or not – raises ethical questions that are different from the 
ethical questions that are raised by the interaction of machines. Such interactions on 
social platforms include, but are not limited to, transactions, content production and 
consumption, or joint activities that remain within the virtual world or go beyond it. 
Social media sites are among the most prevalent examples of social platforms.

Increasingly, social platforms transcend the management and storage of user-cre-
ated information and employ algorithmic decision-making procedures (cf. Gillespie 
2018a; 2018b). This gives them considerable influence over their users – an influ-
ence that is often designed to be imperceptible. In this way, platforms have become 
important players in their respective fields with an often unknown and still insuffi-
ciently understood impact on people’s behaviour and decisions.2 However, although 
the algorithmic decision-making procedures deployed in social platforms are highly 
evolved, they often seem to struggle with the diversity of humans and tend to repro-
duce, perpetuate and amplify discrimination and stereotypes (cf. Heesen, Reinhardt 
and Schelenz 2021). As computer science has become more and more aware of this, 
some developers and designers have tried to make algorithms and interaction pro-
tocols more diversity-sensitive.

There are, of course, many different approaches to the topic of diversity. Some 
start from an instrumental understanding of diversity, in which diversity is under-
stood as fostering other organizational goals; for instance, economic success (cf. 
Mensi-Klarbach 2012), while others take a normative approach to diversity; for in-
stance, by emphasizing its intrinsic value (Parekh 2000). There are also representa-
tional and inclusive concepts of diversity (Young 1990), and concepts that emphasize 
the ambiguities of human diversity (Reinhardt 2020a). In any case, making algo-
rithmic decision-procedures diversity-sensitive requires the collection of data that 
comprise – depending on the paradigm of diversity used – usually highly sensitive 
personal data.

A platform that collects, stores and works with data relevant to diversity, thus carries 
a considerable risk of increasing the vulnerability of individuals to all kinds of mis-
use scenarios such as harassment, stalking, political persecution and many others.3 If 
a platform is, furthermore, designed to not only connect people online but also to help 

2 In recent years, we have seen a number of publications that have taken a critical stance towards 
platforms and the underlying algorithms and mathematical models, among them O’Neil (2016), 
Gillespie (2018a; 2018b), van Dijk, Poell and de Waal (2018) and Zuboff (2019).
3 For an overview of the risks associated with social media platforms as one of the primary examples 
of social platforms, see Brake (2014).
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them to organize and engage in joint activities in the offline world, these risks transcend 
the virtual lives we live and become real-world threats. That means creating a diversi-
ty-aware social platform, which prima facie seems to be a good thing, does in fact come 
with the risk of increasing the vulnerability of people to all kinds of risky and potential-
ly horrible scenarios. This raises multiple questions, including: Who is responsible for 
the often unintended consequences of a diversity-aware social platform – and to what 
extent? How are we even to conceptualize responsibility with regard to platform-medi-
ated interactions that by large part are powered by the aggregation of data?

3. Responsibility: Traditional concepts and evolving technologies

3.1. Responsibility in ethics and moral philosophy

There is an ongoing debate on (moral) responsibility in philosophy, which I will not 
attempt to summarize in its entirety here. Instead, in what follows, I start from a 
conception of responsibility that focuses on the responsibility for one’s own actions, 
as formulated, for instance, by Nida-Rümelin (2011). This approach does not differ 
from common theories of responsibility in all aspects, but does so in one crucial 
respect, which I will highlight here. Since this text is, however, primarily concerned 
with conceptions of responsibility with regard to diversity-sensitive social plat-
forms, I will only outline this action-centred approach here, but will not provide an 
independent justification of this perspective on responsibility.

Many takes on responsibility in ethics and moral philosophy share the following 
three elements as summarized by Noorman (2020): “A person is usually only held re-
sponsible if she had some control over the outcome of events”, and the person in ques-
tion was “able to freely choose to act” in that way or another. However, we “tend to 
excuse someone from blame if they could not have known that their actions would lead 
to a harmful event” (Noorman 2020).  Lenk argues that responsibility could be summa-
rized in the following way: Somebody, the bearer of responsibility, is responsible for 
something – an action, consequences, a state of affairs, but also to fulfil certain tasks – to 
an addressee, possibly before a sanctioning authority with regard to a certain (prescrip-
tive/normative) criterion in a given context (Lenk 2016, 7; see also Höffe 2008, 326).

As intuitive as it may seem at first glance, the list of what people are in general 
taken to be responsible for (actions, consequences, state of affairs, tasks) is not un-
controversial and it is exactly this point where Nida-Rümelin introduces an impor-
tant specification. According to Nida-Rümelin, we are only responsible for our own 
actions – and not for all the consequences that follow causally from our actions.

Let me elaborate this point a little: That I am ultimately responsible for my ac-
tions does not mean that their consequences play no role: Each action has a context 
from which certain probability distributions for possible consequences of this ac-
tion result. These probability distributions are part of a complete description of the 
action (Nida-Rümelin 2011, 113). To put it in Nida-Rümelin’s words, this means: “I 
bear responsibility for the possible consequences of my action, weighted according 
to their respective probabilities” (Nida-Rümelin 2011, 111, my translation).
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And I would add taking into account those measures that I take so that negative 
consequences do not occur for others. For example, the safety measures I take so that, 
when I brake at a red light, no-one is going to rear-end me, like driving with foresight, 
taking a look in the rear-view mirror before braking, and not braking suddenly but 
slowly if possible, help to prevent bad things from happening from my action (braking 
at a red light). If despite all these measures (provided they are executed properly) a 
rear-end collision happens, it is not my responsibility. The distractions of other drivers 
are not my responsibility as long as I give them enough time to react properly to my 
actions. The collision is, then, a causal consequence of my braking at the red light (it 
would not have occurred if I had not braked), but I am not responsible for it. The same 
holds true for “coincidences, which I cannot control, that lead to the realization of one 
sequence of actions and not the other” (Nida-Rümelin 2011, 111).

I bear, though, a greater responsibility to take countermeasures the more likely 
a negative consequence of my action is for others or when a certain probability is 
considered unacceptable for a particular consequence of action. To give an example: 
Even a 5% chance that my action will result in a person’s death is unacceptable, even 
though the number is relatively low.

So I am only responsible for those consequences that are part of the probability 
distribution of my action in a given context to the extent that those consequences 
are likely. Since I may seek to always do good to other persons, but not to harm them 
against their will (Nida-Rümelin 2011, 214), possible harm to others has to have pri-
ority in my deliberations on how to act.

This concept of responsibility, moreover, allows attributing responsibility even 
if there are no negative consequences, since it is concerned solely with the action 
and the probability distribution of its possible consequences. It is also irrelevant 
for the attribution of responsibility, according to this approach, whether the conse-
quences actually occur. Nida-Rümelin uses the following example to illustrate this 
point: Someone throws paving stones from a bridge onto a busy highway. Even if, 
fortunately, no cars are hit and no-one is killed, the probability that this action will 
have fatal consequences is unacceptably high: “The favourable coincidence does not 
relieve the person of her responsibility. She bears responsibility for an action that 
involves unacceptably high risks to other people” (Nida-Rümelin 2011, 112).

On top of that, I would like to emphasize a point that is not stressed by Ni-
da-Rümelin: Such an understanding of responsibility ultimately permits a high de-
gree of proactivity. Since the approach does not focus on the consequences of action, 
it requires actors to take countermeasures against possible negative consequences 
before they even happen and, more importantly, to think with foresight. I will build 
on this action-centred understanding of responsibility in what follows, and apply it 
to the questions at hand and expand it where needed.

3.2. Responsibility in the age of digitalization

Traditional concepts of responsibility raise a number of fundamental philosophical 
questions: They work with assumptions about causality and accountability. They 
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also raise epistemological and psychological questions. They refer to the notion of 
freedom and choice and in general assume that we do have some kind of control 
over the outcome of our actions. All of these issues are highly controversial topics 
within philosophical debates and beyond. With regard to technological change and 
digitalization, even more problems arise, as described below.

Traditionally, philosophical ethics have focussed on human actions and interac-
tions with respect to responsibility. Responsibility was about human actions, their 
intentions and consequences (Fisher 1999). However, as our world has become more 
and more defined by technological artefacts, it has become less and less appropriate 
to solely take human action into account when tackling questions of responsibility. 
Technological artefacts change how we view the world and ourselves (Weizenbaum 
1976), but they also have an impact on our decisions and how we make them (Latour 
1992). This seems in particular true with regard to computers and digital tools. They 
have become “active mediators” that “actively co-shape people’s being in the world” 
(Verbeek 2006, 364). A responsibility concept that solely focusses on human-to-hu-
man interaction, thus, seems in many ways inapt in a world that is increasingly 
shaped and defined by technologically mediated interactions.

Another prominent problem of a traditional concept of responsibility refers to 
the nexus of complexity, accountability and attributing responsibility. Since “com-
puter technologies can obscure the causal connection between a person’s action and 
the eventual consequences” (Noorman 2020), attributing responsibility and defining 
who is accountable for a particular outcome of a specific technologically mediated 
interaction has become more difficult.

This observation is in some ways linked to a further issue, namely the complex-
ity problem. Complex technologies can make it difficult to ascribe responsibility 
(Johnson and Powers 2005; cf. Noorman 2020), because humans increasingly do not 
understand the workings of the machines they use. Therefore, some argue: “The 
more complex computer technologies become and the less human beings can di-
rectly control or intervene in the behaviour of these technologies, the less we can 
reasonably hold human beings responsible for these technologies”(Noorman 2020; 
cf. Matthias 2004). Note that this point about complexity is even more true of social 
platforms where not only the technology is complex but also the interaction pat-
terns on them. 

A further complication when ascribing responsibility is that computerized hu-
man interactions possibly distance us (spatially and temporarily) from the outcome 
of our actions. With the help of a social platform, you can get in touch with people 
from different places, and the traces you leave on a social platform might, through 
their temporal persistence, have effects on others a long time after you have left 
them. This, in turn, leads to epistemic problems; whereby it might be quite difficult 
to fully comprehend what might happen with the content you produce now in the 
future, or what consequences it might have in other societal contexts that you might 
have little knowledge about.

Interactions on social platforms, furthermore, raise questions about collective 
responsibility, since in the case of a social platform, we not only deal with individu-
als that we interact with, but with a whole community of users whose actions affect 
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people online and offline. The notion of collective responsibility makes the group 
out as the bearer of responsibility – distinct from each individual member of that 
respective group. Cybermobbing and cyberbullying are important examples of how 
scale and publicity can have a particular destructive impact. Though mobbing and 
bullying are (sadly) not new phenomena, what is different in the online world is 
how persistent content is and how easily content can be replicated and traced (cf. 
Schmidt 2016, 290). Therefore, cyberbullying has also different psychological conse-
quences: The knowledge that the defamations and insults used may be public and 
that access to them is not limited to the original perpetrators and bystanders, i.e. that 
they are stored and can in principle be found and shared by anyone, makes it much 
more difficult to deal with such attacks.

Collective responsibility is, however, a highly controversial topic in philoso-
phy. One of the controversies is whether groups have what it takes to be attrib-
uted moral agency and thus moral responsibility. In particular, the question of 
whether and how we can make out something like intentionality for a collectives 
take centre stage. Another controversy about collective responsibility deals with 
how to distribute responsibility (or accountability and liability) among the mem-
bers of the group in question. A third controversy revolves around the question 
about what effects a notion of collective responsibility would have with regard to 
individual responsibility. One prominent issue in this debate is whether we run 
the risk of replacing the notion of individual responsibility altogether.4 In this 
light, some argue that collective responsibility exists, if at all, only as a coopera-
tive responsibility, that is, as a responsibility for joint action. Everything else, such 
as ascribing moral agency and intentionality to groups, would be simply ‘mystifi-
cations’ (Nida-Rümelin 2018, 393). Cooperative responsibility assumes that at the 
beginning of cooperative action there is an explicit or implicit consensus on the 
goals to be jointly achieved (Nida-Rümelin 2011, 119). Whoever then participates 
in a cooperative act is jointly responsible for its execution. The causal role of one’s 
own contribution is therefore irrelevant for the attribution of responsibility (Ni-
da-Rümelin 2011, 125).

Coming back to the example of social platforms, as helpful as the distinction Ni-
da-Rümelin made for acts in our offline lives, how helpful is it for highly complex, 
interconnected, technically mediated actions of various people who possibly have 
never met or not even communicated? Their actions, as in the case of cyberbully-
ing, sometimes lead to hideous consequences, but we seem not to be always able to 
determine that there has been some sort of consensus on the nature of the action or 
its intended results. It is not the individual insult, although wrong in itself, that has 
disastrous consequences here, but, as mentioned above, the combination of scale, 
shareability and persistence. A strength of the notion of cooperative responsibility 
here is that that the quantitative contribution of the individual action is not decisive 
nor is the causal role of one’s contribution, but only the shared intention to act in a 
certain way. What it lacks, however, with regard to the interaction patterns on social 

4 For an overview of the debate on collective responsibility, see Smiley (2017).
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platforms, is that there is, in practice, not always a shared intention.5 In light of all 
this, it might be worthwhile to think about a notion of responsibility for ‘aggregated 
action’: This type of responsibility shares with the concept of cooperative responsi-
bility the observation that the individual act and the blameworthiness attributed 
to it may be out of proportion regarding the damage caused by the sum of all the 
individual acts contributing to the outcome.

In any case, if one thinks that the notion of cooperative responsibility is sound, 
then it does not only apply to the community of users on a platform but also to the 
team that is designing the platform or the application. But also in this case the ques-
tion arises as to whether it is really solely the agreement to commit a joint action for 
which responsibility can be ascribed, or whether, at least in some cases, responsibil-
ity for aggregated action is called for.

This leads us to the professional responsibility of researchers, developers and de-
signers for the knowledge and products they produce and the question about wheth-
er they can be held responsible for the (often unintended) consequences of the 
inventions they have created (cf. Verbeek 2006, 379). One problem, among others, 
with attributing responsibility for unforeseen and, thus, unintended consequences 
is the ‘interpretative flexibility’ of users. Since “[p]eople often use technologies in 
ways unforeseen by their designers. This interpretative flexibility makes it difficult 
for designers to anticipate all the possible outcomes of the use of their technologies” 
(Noorman 2020).

Connected to the problem of attributing responsibility and professional re-
sponsibility is the “problem of many hands” (cf. Jonas 1984; Nissenbaum 1994 
and 1996, 28-32; van de Poel, Royakkers and Zwart 2015): Since the development 
of a technology like a social platform involves many actors (designers, developers, 
computer scientists, sociologists, ethicists), it is often difficult to ascribe responsi-
bility for a certain outcome created by that technology. In any case, an action-ori-
ented (and not consequence-oriented) concept of responsibility holds that even if 
a technology in whose development I am involved has serious consequences that 
are even causally related to my actions, I may not ultimately be responsible for 
them, as shown above. Nevertheless, I am still responsible for ensuring I do not 
act negligently and that means also anticipating the possible consequences of my 
actions within human limits – and also, I would want to argue, anticipating the 
possible contribution of my actions to certain outcomes, if aggregated. In particu-
lar, when I am using a tool that works by aggregating information on actions like 
a social platform, my responsibility also entails including other perspectives in 
order to foresee as many side effects as possible and to adapt the product accord-
ingly, as well as to regularly evaluate already existing products for their possibly 

5 I am aware that a shared intention is often present even in mediated interaction. For example, if 
a group has the goal of harming somebody by insulting he or him online, then there is a shared in-
tention to act. What I am getting at here is that somebody might also, for instance, ‘like’ and ‘share’ 
some of these insults out of different, though possibly still malicious, intentions. For instance, if the 
content is obviously insulting and somebody ‘likes’ and ‘shares’ it out of Schadenfreude, but with 
no intention of harming a real person – they might, for instance, assume that the person depicted is 
generic – this act is morally questionable but the person sharing and liking the content is not partic-
ipating in a cooperative action with the original group that set up the insulting content.
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unintended side effects and to improve them if necessary. In addition, the product 
should be tested on a small scale before use and all groups potentially affected 
by the use of the product, such as a platform, should be involved in the planning 
process.

Last but not least, it is worth noting that technologically mediated interactions do 
not take place in a vacuum, but in a societal and political framework. What about 
creating the legal framework that, for instance, defines mandatory certification sys-
tems that make it easier to understand which platform is trustworthy and which is 
not, prohibits problematic products as well as problematic ways of using products 
and ensures a certain level of consumer protection? In other words: Where does the 
political responsibility to set up a framework for the interactions begin, and where 
does it end?

In the face of all these problems and difficulties: Should we abandon the concept 
of responsibility in the age of digitalization? I do not think so. Although artefacts 
“may influence and shape human action, they do not determine it” (Noorman 2020). 
Although it might be hard to attribute responsibility, it is not impossible – in many 
cases, one might even argue, a digitalized society makes it all too easy to trace back 
who has done what and contributed to a given outcome in what way. The problem 
of distance through time and space also arises with regard to many other ethical 
issues and is not particular to responsibility under the conditions of an increasingly 
datafied and digitalized world. This issues is also under debate for instance with 
regard to global poverty relief and global distributive justice, and climate change 
mitigation.

The concept of responsibility is not rendered superfluous simply because it is 
sometimes difficult to determine who is responsible for what and in what way and 
to whom. If anything, the many layers to the concept show how relevant the concept 
is and that we cannot (and ought not) side-step it easily.

4. An ethical framework of responsibility for diversity-sensitive social 
platforms

In what follows, I do not propose a single unified concept of responsibility, but rath-
er start from the observation that there are various dimensions of responsibility (cf. 
Höffe 2008, 326) and that we need a multidimensional concept of responsibility to 
capture all the relevant layers of the notion when dealing with a complex technolog-
ical artefact that mediates complex human interaction patterns.

The sketch consists of seven main points: First, there is no such thing as “ethical 
neutrality” with regard to social platforms. Second, I stress the proactive side of 
responsibility (cf. Gotterbarn 2001), in particular with regard to social platforms. 
Third, I propose that in a computerized age we have to be not less, but rather more 
person-centred. This leads us, as the fourth point, to a positive conception of respon-
sibility. Furthermore, a heightened sense of professional responsibility is warranted 
with regard to diversity-sensitive social platforms. Finally, the professional respon-
sibility needs to be framed by appropriate standards and regulations.
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4.1. No ethical neutrality

It is often argued that platforms or technologies in general are ‘ethically neutral’, 
that is, that they do not come with a perspective on what is right and wrong. Or, 
as Martin observed about the debate: “algorithms are implemented with the hope 
of being more neutral, thereby suggesting that the decisions are better than those 
performed solely by individuals. By removing individuals from decisions […] algo-
rithmic decisions are framed as less biased without the perceived irrationality, dis-
crimination, or frailties of humans in the decision” (Martin 2019, 837).

By now quite a few authors have criticized the view that computing is an ethical-
ly neutral practice, or that there is such a thing as an ethically neutral technology at 
all (cf. Akrich 1992; Bijker 1995; Gotterbarn 2001; Friedman and Nissenbaum 1996; 
Latour 1992; Martin 2019; Winner 1980). Without wanting to decide the much wider 
debate on ethical neutrality here, I take the view that ethical neutrality cannot be as-
sumed with regard to social platforms.6 At the same time, I hold the view that ethical 
non-neutrality does not depend solely on the possible or factual consequences of the 
deployment of a technology.

By inviting specific forms of action and prohibiting others, algorithms have an 
enormous impact on the behaviour of humans (cf. Verbeek 2006, 377; Martin 2019, 
836). That they do have an impact, however, is not sufficient to make that impact eth-
ically relevant. Let me elaborate this point a little: According to Martin, “algorithms 
are not neutral but value-laden in that they (1) create moral consequences, (2) re-en-
force or under-cut ethical principles, or (3) enable or diminish stakeholder rights 
and dignity” (Martin 2019, 838). This definition, however, is too broad to define 
ethical non-neutrality, because it is also true for natural phenomena, like lightning. 
Lightning might create morally relevant consequences by destroying property and 
killing people, it can under-cut ethical principles like, for instance, the protection of 
property, and one might want to argue that it also diminishes possibly a stakehold-
er’s bodily integrity to be struck by lightning. Thus, clearly, algorithms potentially 
have an impact on our lives, but so does lightning.

Kramer, van Overheld and Peterson in my eyes capture the point about ethical 
non-neutrality more precisely than Martin, when they argue that some algorithms 
“cannot be designed without implicitly or explicitly taking a stand on ethical issues, 
some of which may be highly controversial” (Kramer, van Overheld and Peterson 2010, 
251). What Kramer et al. stress is that it is humans, for instance the programmers and 
designers, that here take a stand on sometimes highly controversial matters – a stand 
that is very often not transparent to the users of that technology. As Mittelstadt et al. 
stress, algorithms are in fact intended to “privilege some values and interests over 
others” (Mittelstadt et al. 2016; cf. Martin 2019, 839), and since “[a]lgorithms are im-
plicitly or explicitly designed within the framework of social customs” (Capurro 2019, 
132), they are in fact in many ways (explicitly or implicitly) value laden. Algorithms 
are, thus, ethically non-neutral not because of the possibly morally relevant conse-

6 Also compare Gillespie’s illuminating discussion of platforms as constituents of public discourse, 
thus leaving their previously assumed role as mere intermediaries behind (Gillespie 2018a).
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quences of their use, but because of the value-decisions that are already (necessarily) 
inscribed in their set up, regardless of whether they would ever generate negative 
consequences, even regardless of whether they would ever be put to use.

The non-neutrality thesis, by the way, also holds for supervised and unsupervised 
machine learning systems: If a machine is trained on biased data, it will ‘learn’ the 
biases from the data set and reproduce them in the decision-making process. To give 
an example from picture analysis and image search that I have discussed already in 
more detail elsewhere: In 2016, a tweet by Karbir Alli about the outcome of a search 
for “three black teenagers” in Google Images lead to a storm of protest (Beuth 2016), 
because it presented mugshots. A search for “three white kids” in contrast showed 
mostly pictures of happy white kids (cf. Zuiderveen Borgesius 2018, 16). Google’s 
response to that was that these search results merely reflected the portrayal of the 
respective subpopulation across the web and the frequency of that portrayal (York 
2016). Since the market for images of “three happy white kids” is apparently much 
bigger than the market for images of “three happy black kids”, more stock pictures 
that are assumed to fit the first label are found on the web and come up as search 
results more frequently in Google Images (cf. York 2016).

In many ways, then, the search results reflect racism and the manifold injustices 
of our respective societies, such as the unequal distribution of resources and unequal 
market access, but also the unwillingness to acknowledge that reproducing the ac-
companying prejudices is not a neutral position: it is an ethically relevant decision.7 

4.2. Not only remedial, but also proactive

Often when we talk about responsibility, we talk about it in hindsight. The question 
then is who is to blame for something that has gone wrong. Indeed, responsibility is 
closely linked to the idea of accountability and liability. But if responsibility is used 
synonymously with accountability, we tend to lose an important aspect; that is, the 
idea of foresight.8 

Responsibility properly understood not only tells us who is to blame after some-
thing has gone wrong, it also demands us to act in a way that prevents bad things 
from happening.9 It furthermore demands that we collect the information necessary 
to make responsible decisions and to learn from any mistakes made. It requires a 
professional ethics that does not regard the problem to be solved in a given situa-
tion as isolated, but takes into account that it is part of a wider context in which the 

7 For a more detailed interpretation and discussion of this example, see Reinhardt (2020a, 273f.).
8 Based on Ladd (1989), Gotterbarn makes a distinction between positive and negative responsibility 
that is similar to the idea of remedial and proactive responsibility. Note, that accounts that stress the 
incentives a strong culture of accountability would provide for a person to act responsibly under 
the threat of the sanctions that he or she would otherwise face, which tends to put less emphasis on 
the idea that a person should act responsibly no matter whether anybody could hold that person 
responsible for his or her actions (Gotterbarn 2001, 226–228).
9 Höffe (2008) distinguishes three levels of responsibility [Verantwortung]: 1) Aufgabenverantwor-
tung [responsibility for a task] and Zuständigkeitsverantwortung [role responsibility], 2) Rechen-
schaftsverantwortung [accountability or answerability], 3) Haftungsverantwortung [liability].
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proposed solution might have profound consequences – I will elaborate this point 
in the next section.

Platform developers should in any case implement algorithms that support and 
strengthen human agency (cf. Hartswood et al. 2016), thus making it easier for us-
ers to act responsibly in the above-mentioned person-centred way. Where possi-
ble, users should have a say in how the platform is regulated and its transparent 
working and easily accessible boards of appeal should be in place. Therefore, plat-
forms should establish participatory structures for their users. Also, there have to 
be monitoring procedures in place that raise awareness of the signs of unintended 
algorithmic behaviour; for instance, discriminatory decisions. Generally, societies, 
governments, journalists but also platform owners and operators should invest in 
increasing data literacy and support users in becoming competent with regard to 
their online decisions. Establishing standing techno-ethical committees that have 
an eye on platform operations would also help to detect problems early on (ibid.). 
Political decision-makers can increase the plurality of platforms by, for example, 
supporting platform start-ups, thus, increasing the options for users to choose from. 
10The legal framework for social platforms has to be evaluated and updated regular-
ly. Political decision-makers have to examine whether adjustments of civil and crim-
inal law are necessary in certain areas and they have to ensure that the training of 
legal practitioners is adjusted accordingly. Monitoring and consultation procedures 
should be established to support the political decision-making process.

4.3. Not less, but more person-centred

The loss of control, autonomy and self-determination in a digitalized world is a common 
theme in fictional digital dystopias. These often depict a world in which humans lose or 
have given up everything that makes them capable of acting in an accountable and re-
sponsible way (cf. Reinhardt 2020b, 113). The current debate on responsibility in a dig-
italized world tends to lead away from persons as the ultimate bearer of responsibility:

Algorithms are surrounded by an “air of rationality or infallibility” (Zuiderveen 
Borgesius 2018, 8). They are commonly trusted because of the belief in their techni-
cal ‘superiority’ in terms of neutrality, objectivity, reliability and accuracy. This puts 
human decision-makers in a problematic situation: often they have an information 
deficit and little knowledge of how the system arrives at its results.11 Prevalent time 
pressure in many work environments further encourages a pragmatic and approv-
ing attitude towards the recommendations of the algorithmic systems deployed 
(Heesen, Reinhardt and Schelenz 2021, 140).

10 Plattform Lernende Systeme formulated this idea for all systems that use machine learning (Plat-
tform Lernende Systeme 2019).
11 This fact is often associated with the keywords ‘black box’, lack of interpretability and explaina-
bility or lack of transparency (literature). However, the topic goes much further and also includes 
fundamental questions about the handling of technical expert systems, their use in decision-making 
processes and the time and resources we are willing to spend on important decisions, as well as the 
framework conditions of the work settings that involve algorithmic systems.
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In the philosophical debate on responsibility and digitalization, there are now 
several ways to deal with these and other related observations. These, howev-
er, often re-enforce the impression of the supposed powerlessness of the persons 
involved: One strand in the debate is advancing responsibility from a new angle, 
namely asking the question whether computers and other computing entities ought 
to be regarded as moral agents that bear responsibility for their actions. Some au-
thors in fact arrive at the conclusion that we should widen our picture of moral re-
sponsibility and expand our understanding of moral agency to computers and other 
machines (Misselhorn 2019). This is one way in which the current debate leads away 
from personal responsibility. Another strand is focused on enforcing responsibility, 
thus bringing about a “strong culture of accountability” (Nissenbaum 1996, 26), in 
which rule abiding behaviour is much more likely, simply because people would 
face sanctions. Note that this approach is based on an “instrumental” understanding 
of responsibility: Ultimately, it is about bringing about a desirable state of affairs, 
thus, also leading away from persons as bearers of responsibility as the focal point.

I think that we should instead stress the idea of personal responsibility – in par-
ticular, in a digitalized world. Responsibility should not only be seen as a means to 
an end, but rather as a feature of humaneness. The capacity to take on responsibility 
is an important feature of the human condition. We bring ourselves into this world 
as moral agents not by shying away from responsibility but by taking it on.12

4.4. A positive notion of responsibility

Stressing the concept of personal responsibility also stresses our nature as moral agents 
and represents an important counterpoint to a debate that focusses on the incompre-
hensibility and opacity of technological artefacts and the dependence of human deci-
sions on them: Even if my actions are mediated by the interaction protocols on a social 
platform, I am still responsible for my actions and, as a consumer or user, I also bear a 
responsibility for my choices. So, for example, there is no context in which participation 
in cyberbullying, hate speech or any other harmful – and sometimes even illegal – activ-
ity is ever okay, simply because it is conducted online. From an ethical perspective, this 
is a trivial fact. Our current practices, however, seem to speak a different language.13 A 
positive notion does not reduce responsibility to accountability and liability for wrongs.

12 Cf. Höffe’s notion of sittliche Verantwortung [moral/ethical responsibility]: “Accepting responsi-
bility is moral [sittlich], as long as one does not take it on because of expected rewards and punish-
ments, but because one recognizes oneself as responsible for fellow human beings, the world and 
oneself, and acts according to this responsibility as a person” (Höffe 2008, 327; my translation).
13 One example of legal frameworks going in the direction of stressing personal responsibility is 
the principle of human final decision of the GDPR: “The data subject shall have the right not to be 
subject to a decision based solely on automated processing, including profiling, which produces 
legal effects concerning him or her or similarly significantly affects him or her” (European General 
Data Protection Regulation §22(1)). This means that algorithmic decisions with the said effects must 
be professionally assessed by a person before they become effective. With regard to applied ethics, 
stressing personal responsibility also means that we are not to delegate decisions of moral relevance 
to machines. Or in other words: “An ethics of AI or algorithms can only be an ethics of those who deal 
with these techniques” (Lenzen 2020, 64; my translation), and not of ethical decisions by machines.
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Taking on a positive concept of responsibility could with regard to social plat-
forms, also entail that individuals or organizations set up collaborative online 
platforms themselves and develop techniques for fair machine learning via exper-
imental data processing (cf. Veale and Binns 2017; Hagendorff 2019, 55). Watchdog 
institutions could be established and supported. Exchange forums could help to 
identify and counteract malpractices. Citizen journalism, blogging or professional 
data journalism could help with raising awareness about the possible effects of our 
conduct online and to the possible misconduct of and via platforms (cf. Heesen, Re-
inhardt and Schelenz 2021, 141).

4.5. A heightened sense of professional responsibility 

There may be areas where computerized algorithmic decisions and AI applications 
have little or no effect on human interactions. The opposite is true for social plat-
forms. They are aimed at people. Therefore, developers need to be aware that their 
actions will ultimately affect real people in the real world and they need to take this 
into account in their design and programming decisions.

What is more with regard to a diversity-sensitive social platform, as explained 
at the beginning, is that the collection of diversity-relevant data is associated with 
an increased degree of vulnerability for the users. In order to do justice to this fact, 
developers must exercise particular caution. These aspects call for a heightened 
awareness of the professional responsibility of developers.

It is important to note that the professional responsibility of developers cannot 
be side-stepped with reference to the choices of individuals: Though it is correct that 
people are (in general) responsible for their own choices and actions, we cannot im-
pose our own duties on others by reference to their free choice. To give an example, 
securing the privacy of data and information is imperative with regard to the safety 
of the users of a social platform, in particular a diversity-sensitive one. This obliga-
tion should not to be transferred to the individual user via (possibly incomprehensi-
ble) general terms and conditions.

Overall, however, it is important that computer scientists and developers are not 
left alone with the high level of responsibility they bear, but are supported by guide-
lines and other instruments for implementing professional responsibility. These 
include legal standards and public control procedures, development standards 
and certifications, corporate codes, voluntary commitments to orient development 
work, appropriate protection of whistleblowers (Heesen, Reinhardt and Schelenz 
2021, 138) and professional ethical training that raises awareness for ethical issues.

4.6. Framework responsibility

As has already been mentioned, social platforms do not exist in a vacuum but are 
integrated into social and legal structures. Political decision-makers as well as civil 
society are called upon to further develop this framework to cover the issues that 
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may arise from social platforms. Legal standards and binding certifications can set 
framework conditions for all providers on the platform market. They can provide 
criteria for trustworthy digital products and provide incentives to develop products 
accordingly. If necessary, it is advisable to supplement these standards with man-
datory audits (Heesen, Reinhardt and Schelenz 2021, 139). Gillespie has enlisted a 
number of amendments to current law that might be worthwhile to implement with 
regard to platforms. To mention but a few: Legal standards could entail transpar-
ency obligations not only with regard to data being processed, but also on how in-
teractions on the platforms are moderated (Gillespie 2018a, 213f.). There should be 
minimum standards for content moderation in place. “Platforms could each be re-
quired”, he adds, “to have a public ombudsman” and an expert advisory panel (ibid., 
214). Major platforms could be required to invest in digital literacy programmes “to 
better address online harassment, hate speech and misinformation” (ibid.).

4.7. Responsibility for diversity on all levels

If a social platform wants to promote diversity and not only collect diversity-sensi-
tive data for exploitative reasons, like for instance micro-targeting, then it should 
take on responsibility for diversity on all levels: While merely increasing diversi-
ty in technical development teams is no guarantee that the whole spectrum of the 
needs and requirements of different social groups will be taken into account, the 
composition of a development team can nevertheless help in reflecting the needs 
and requirements of different user groups (Heesen, Reinhardt and Schelenz 2021, 
138). The teams developing and running the platform should consist, therefore, of 
developers with different perspectives and backgrounds. The platform community 
should, furthermore, be perceived, acknowledged, appreciated and welcomed as a 
diverse and heterogenous group. For the training of AI systems that are deployed, 
it is, moreover, important to ensure representation of the diverse societal groups in 
the training data (ibid.) and it should be closely monitored whether new grounds 
of discrimination arise from the specific nature of machine learning (Data Ethics 
Commission 2019). There should also be a platform constitution or charter in place 
that acknowledges and welcomes diversity as a core feature of the platform and that 
bans discriminatory behaviour.

Research and development in the field of algorithmic decision systems and, ac-
cordingly, in the field of artificial intelligence and machine learning, is increasingly 
concerned with diversity and non-discrimination. There are initiatives promoted by 
various professional associations, such as the Code of Ethics of the Association for 
Computing Machinery (ACM), or covered in conferences and research contexts, such 
as “Fairness, Accountability and Transparency in Machine Learning” (FAccTML) or 
“Discrimination-Aware Data Mining” (DADM). Such forms of diversity-sensitive re-
search take on challenges such as data distortion and stereotyping (cf. Heesen, Re-
inhardt and Schelenz 2021, 137f.), thus showing an effort to act responsibly with 
regard to diversity. Some approaches explicitly focus on the concerns of marginal-
ized groups, such as the Design Justice Network (cf. Constanza-Chock 2020).



58

5. Conclusion: A multidimensional notion of responsibility

Based on the observation that computer science is increasingly interested in issues 
of diversity and non-discrimination, while at the same time the representation of 
diversity in, for example, social platforms is linked to some ethical questions, I 
investigated what an ethical framework of responsibility for a diversity-sensitive 
social platform might look like. I started by outlining some of the dangers and 
risks that go hand in hand with making a social platform diversity-sensitive and 
argued that the increased vulnerability of the users of such a platform is a suffi-
cient reason to take a closer look at the responsibility at stake in this particular 
context. Then, I went on to show how traditional concepts of responsibility face 
difficulties when dealing with algorithm-mediated computerized interactions be-
tween humans. I proposed that these difficulties make it all the more urgent to 
think through what responsibility might entail with regard to social platforms. 
My starting point was an action-centred account of responsibility as opposed to a 
consequences-centred account.

I then sketched a framework of responsibility for social platforms and proposed 
a multidimensional understanding of responsibility with regard to diversity-sensi-
tive social platforms. The sketched framework stresses that platforms, in particular 
social platforms, are not ethically neutral. The responsibility concept we should em-
ploy should be person-centred, positive and deal with the remedial as well as the 
proactive side of responsibility. A social platform in addition calls for a heightened 
sense of professional responsibility on the side of the people developing, designing, 
operating and managing the platform. This professional responsibility, however, 
has to be framed by societal and legal formal and informal rules that give guid-
ance to the individual decisions of the professionals involved. Beyond that, a diver-
sity-sensitive platform has to establish procedures and work environments that are 
non-discriminatory and foster diversity on all levels – not only within the platform 
community. Finally, from the above, I arrived at a multidimensional concept of re-
sponsibility for diversity-sensitive social platforms that includes but is not limited to 
the following aspects:

•	 Professional responsibility: If I help creating technological items and prod-
ucts, I bear the responsibility to ensure, as far as humanly possible, that they 
will do no harm to people, the environment and democratic structures.

•	 Tool-mediated responsibility: If I create tools that could foreseeably lead to 
disastrous consequences, I am responsible for ensuring that the appropriate 
counter-measures are taken.

•	 Knowledge-mediated responsibility: I am also responsible for the foreseeable 
effects of the publication or non-publication of my research.

•	 Responsibility for my actions: Even if my actions are mediated by interaction 
protocols on a social platform, I am still responsible for them.
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•	 Consumer/User responsibility: I am responsible for which platform I choose 
and for considering what consequences and side-effects my actions on a par-
ticular platform may have. I am responsible for deciding which tasks I del-
egate to the platform and for informing myself on how they are carried out 
— and for adjusting my decision accordingly.

•	 Framework responsibility: If I am in a position to work towards setting up 
mandatory and non-mandatory standards and guidelines, curricula for com-
puter scientists, etc. that ensure the non-harmful use of technologies, I bear 
the responsibility to do so.

If we do not focus on one aspect of responsibility alone, we will get to see the 
different actors and types of responsibility that are at play with regard to a di-
versity-sensitive social platform. Through such a positive, proactive and multi-
dimensional understanding of responsibility, we can avoid the impression that 
responsibility has only to do with the question of who can be called to account if 
something goes wrong. Instead, the empowering aspect of taking on responsibility 
should be stressed and a sense of foresight fostered while a dense net of overlap-
ping dimensions of responsibility is woven to ensure that responsibility is taken se-
riously on all levels and all sides with regard to diversity-sensitive social platforms. 
The considerations here can, however, only be taken as a preliminary starting point 
for a much more thorough going debate on responsibility, social platforms and di-
versity-sensitivity.

In many cases, social platforms function as amplifiers where the single act does 
no, or little, harm, but the aggregation can do significant harm. Though everybody is 
responsible for their own wrongdoing, who is responsible for the amplified surplus 
effect of the aggregation? With regard to social platforms, but not only for social 
platforms, it might be worthwhile to work out a thorough concept of responsibil-
ity for aggregated actions different from the collective responsibility or cooperate 
responsibility. In future research, it would be, furthermore, useful to see how this 
framework could be applied to other technologies and what other dimensions of re-
sponsibility emerge from such an application, possibly leading to amendments and 
modifications of the framework.
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1. Introduction

In 2007, a new kind of service was introduced in the United States that allowed 
members to watch movies and television shows instantly in an online environment 
(URL 1). The service was called Netflix and initially launched with 1000 titles and 
with the aim to become a competitor of traditional DVD-rental services. As we now 
know, the new business model revolutionized the entertainment industry, allow-
ing users to access a massive catalogue of audiovisual works from the comfort of 
their couches. Demand has grown massively year on year, with Netflix re 203.66 
million subscribers in 2021 (URL 2). The service has not only proven to be a wildly 
successful business model, but streaming content online has become a cultural phe-
nomenon that has even given rise to its own slang terminology, consisting of terms 
such as ‘Netflix and chill’ and ‘binge-watching’ (URL 3). Binge-watching is a term 
that refers to the phenomenon of watching multiple episodes of a television pro-
gramme in rapid succession (URL 4). This is a common practice; according to a sur-
vey conducted in 2013, 61% of Netflix users binge-watch TV series regularly (URL 
5). Several research studies have indicated that binge-watching can be a harmful 
phenomenon at the level of the individual, stating that such a viewing pattern may 
lead to addiction symptoms (Riddle et al. 2018) similar to “other behavioural addic-
tions, such as loss of control and pleasure anticipation” (Forte et al. 2021, 1) but also 
depression and polarization. However, the interest of the streaming service provid-
ers is to fuel binge-watching to enhance users’ screen time and to develop stronger 
user engagement, all with the purpose of realizing more revenue. Among various 
other tools, stronger user engagement is achieved by recommending more content 
to watch; preferably content that spikes the individual user’s interest, leading to 
their further consumption. It is not a coincidence that when we watch content on 
a platform (not only on Netflix but on Hulu, Amazon Prime and even YouTube) 
we keep bumping into other interesting content. Sometimes we may feel that ser-
vice providers are reading our minds and know exactly what we want (or what we 
think we want). However providers are not using some mind-reading magic, they 
are using something perhaps even better: recommendation engines. Recommen-
dation engines are commonly used in the entertainment industry to keep users 
glued in front of their screens. These engines are becoming increasingly sophisti-
cated as machine learning tools are being built into ever-more complex AI-driven 
systems that enable providers to effectively map user preferences. The utilization 
of AI-powered tools, however, has serious ethical and legal implications, and not 
just exclusively limited to the field of content distribution. Some of the emerging 
issues are already being addressed by ethical codes, developed by international 
organization and supranational bodies. The present study aimed to address the key 
challenges posed by AI-powered content recommendation engines. Consequently, 
this paper introduces the relevant rules present in the existing ethical guidelines 
and elaborates on how they are to be applied within the streaming industry. The 
paper strives to adopt a critical standpoint towards the provisions of the ethical 
guidelines in place, arguing that adopting a one-size-fits all approach is not effec-
tive due to the specificities of the content distribution industry. 
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2. “We have to go back” – A brief history of recommendation systems

Recommendation engines are not new inventions, actually they have been around 
for almost two decades. Knowing how these recommendation systems work can en-
able us to map the issues that may arise due to their widespread application. It is im-
portant to note that this study only gives an outline sketch of the functioning of these 
systems, it does not strive to give a specific or comprehensive analysis. Descriptions 
thus may be restricted to general outlines of the concepts discussed, but this level of 
interpretation should provide the reader with the necessary background to assess 
the extent of the issues related to AI-powered recommendation systems. At a basic 
level, recommendation systems consist of machine learning algorithms, which are 
a subset of AI. “Machine learning is a method of data analysis that automates ana-
lytical model building. It is a branch of artificial intelligence based on the idea that 
systems can learn from data, identify patterns and make decisions with minimal 
human intervention” (URL 6). The machine learning algorithms used to build rec-
ommendation systems can be categorized based on the method they use for filter-
ing. Three categories can be identified from the perspective of the filtering method: 
content-based, collaborative and knowledge-based filtering. The first recommenda-
tion systems implemented content-based filtering, while the more advanced ones 
applied collaborative-filtering methods. Further, the early recommendation engines 
relied solely on user ratings when making suggestions.

2.1. Content-based filtering

Content-based filtering is a filtering method based, on the one hand, on assigning 
features/descriptors to every content in the database and, on the other hand, on pro-
filing a user’s behaviour using data extracted from the explicit user contributions 
(rating previously accessed titles or keyword searches). In this model, the user feeds 
the recommendation system with relevant information, which is used to generate a 
user profile. The recommendation system assigns items to the list of search results or 
recommended titles if there is a match between the descriptive attributes of certain 
media content (movies or series) and the characteristics of the media content used 
to build the user profile. Aggarwal describes the operation of these systems through 
providing the example of a user called John who gave a high rating to the movie 
Terminator (Aggarwal 2016, 14). As the descriptors of Terminator match the majority 
of the genre keywords for Alien and Predator, these movies will be recommended to 
John (Aggarwal 2016, 14). The following figure illustrates how the system works:

The advantage of content-based recommendation systems is that they do not need 
a particularly large dataset, as the recommendations are specific to a certain user. 
These systems are, however, limited, as they only recommend items with similar 
properties. Sticking to the example of John, if he prefers the genres science fiction, 
horror and action, he will never be recommended The Crown, a historical drama 
series. This is considered to be a disadvantage as it “tends to reduce the diversity of 
the recommended items” (Aggarwal 2016, 15). 
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Figure 1. Example of a content-based recommendation system (Source: URL7)

2.2. Collaborative filtering

Collaborative filtering utilizes other users’ profiles when making recommendations. 
The main idea behind these systems is that when users have displayed similar inter-
ests and rating patterns in the past, it is likely they are going to have similar prefer-
ences in the future. In the 1990s, there were attempts to predict user preferences in 
order to tailor search result lists and recommendations with collaborative-filtering 
methods. One of the first recommendation engines was GroupLens, which was used 
as collaborative-filtering system for Usenet news. A pilot trial was performed which 
started by inviting users from selected newsgroups to rate pieces of news on a scale 
of 1–5 (Konstan et al. 2000). Ratings then were used to generate predictions embed-
ded into the recommendations. Later, service providers enhanced their systems, 
adding more relevant factors to the assessment matrix. For instance, besides active 
and explicit user contributions (ratings), providers started to incorporate active but 
implicit contributions to their recommendation engines (such as an assessment of 
the user’s clicking history or watching time). 

Figure 2. Example of a collaborative recommendation system (Source: URL 7)
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Naturally, this is also a simplified description of collaborative filtering, but for the 
purpose of this study, it is enough. Modern recommendation engines do not use a 
clean version of the described filtering methods; indeed, the majority of the existing 
recommendation engines combine elements of different filtering techniques. These 
recommendation engines are often called hybrid recommendation systems. 

3. “The truth is out there” – How AI-powered recommendation  
engines work in a nutshell

At this point one may ask why are AI-powered recommendation systems the focus of 
interest all of a sudden, if the base technology, i.e. machine learning algorithms, has 
been around for decades? Perhaps because AI has only recently reached the level 
of development that makes their functioning comparable to human thinking and 
allows them to perform tasks requiring (close-to-) human intelligence. There are 
many definitions of AI, but there is one common element in all of them: AI should 
be able to mimic intelligent human behaviour. For the purposes of this study, we use 
the working definition set out by the European Commission’s Communication on AI 
(URL 8). According to the proposal:

“Artificial intelligence (AI) refers to systems that display intelligent behaviour by 
analysing their environment and taking actions – with some degree of autonomy 
– to achieve specific goals. AI-based systems can be purely software-based, acting 
in the virtual world (e.g. voice assistants, image analysis software, search engines, 
speech and face recognition systems) or AI can be embedded in hardware devices 
(e.g. advanced robots, autonomous cars, drones or Internet of Things applications).”

However, AI is not a uniform technology, in fact there are several categories of 
AI, depending on their level of independence and scope of functioning. Colloquially, 
AI is often identified with what Kurzweil called “strong artificial intelligence (SAI)” 
(Kurzweil 2005). Here, SAIs are considered intelligent agents that are able to per-
form any intellectual task a human, in other words, it refers to conscious machines 
with full human cognitive abilities (URL 9). However, it has been stated that when 
singularity is reached, machine intelligence will exceed human intelligence; thus 
humans will become unable to understand and control technological development 
(Kurzweil 2005). Although technology can develop at a frightening speed, SAI yet 
remains within the domains of science fiction. The majority of AIs currently in use 
correspond to the notion of narrow artificial intelligence (NAI), as also introduced 
by Kurzweil (URL 10). NAI systems are only capable of performing specific tasks – 
albeit with high efficacy – but they lack the cognitive complexity of human thinking. 

Due to the exponential development in the areas of algorithm programming, 
computational power and the availability of massive, easily accessible and transfer-
able data pools, AIs have undergone unprecedented development in the past couple 
of years. Advances in building deep neural networks have led to the invention of 
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deep learning, which is a subcategory of machine learning. The connection between 
AI, machine learning and deep learning are shown in the figure below: 

Figure 3. The connections between AI, machine learning and deep learning. Source: 
(Cambridge Consultants 2019)

Deep learning is a machine learning technique that uses artificial neural net-
works, which mimic the structure of the human brain (Cambridge Consultants 2019, 
20). Deep learning techniques are now applied within the most advanced recom-
mendation systems, like Netflix’s.

4. “Winter is coming” – The risks recommendation systems pose to 
certain fundamental rights

A key aim of this study was to assess the ethical issues related to recommendation 
systems through the lens of human rights. A human-rights-based approach is rele-
vant, because fundamental rights are core values that are recognized globally and 
are set out by various international legal instruments. Furthermore, legal instru-
ments adopted within the European Union, for instance, are all rooted in these fun-
damental rights, and all the institutions of the EU and its Member States are bound 
to abide by Charter of Fundamental Rights of the EU (2012). The human-rights-based 
approach is favourable for one more reason: the EU’s Ethics Guidelines for Trust-
worthy AI (AI HLEG 2019) and the proposed AI Code (URL 11) share the view that a 
human-rights-driven approach is the key to building trustworthy AI. There are some 
approaches that take into account the human rights dimensions of recommendation 
systems (but do not focus solely on the fundamental rights aspects of AI-powered 
recommendation systems). Milano et al. suggest a taxonomy in which recommen-
dation systems are categorized along two dimensions (Milano et al. 2020). The first 
dimension catalogues the risks identified in connection to recommendation systems 
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based on whether they negatively affect the utility of some stakeholders or constitute 
a rights violation. The second dimension categorizes risks based on the severity of the 
impact: some may cause immediate harm, while some only cause an exposure to the 
future risk of harm. This study focuses solely on the rights dimension of the recom-
mendation system-related risks. It has to be noted though that some overlaps may be 
observed between some elements of these categories. For example, inaccurate recom-
mendations are normally considered a utility issue, yet if they persistently appear on 
a larger scale, there is an inherent risk of rights violation (such as unfair treatment). 
In 2018, controversy revolved around Netflix personalizing movie posters shown to 
users. The company was accused of personalizing the movie poster selection based 
on ethnicity, as black viewers were presented posters featuring black cast members 
(URL 12). What seemed to be at first just a flaw in the algorithmic design turned out 
to be a risk to the principles of equality and non-discrimination. 

Fundamental rights are impacted by AI-powered recommendation systems ex-
tensively; the following rights are particularly affected:

	– Dignity – human autonomy
	– Integrity
	– Privacy
	– Freedom of information 
	– Equality, non-discrimination
	– Diversity.

Projecting the ethical issues identified through a literature review onto the cata-
logue of fundamental rights laid down in international legal instruments (especially in 
the Charter of Fundamental Rights of the European Union), the following risk map was 
drawn up. However it must be borne in mind that the identified risks intertwine and 
some of the identified risks affect different rights (especially the lack of transparency).

Affected right Risk

Dignity – human autonomy Lack of transparency – black box

Integrity May lead to addiction
Inappropriate content

Privacy

User profiling and data leakage
Data publishing
Algorithm design
User interface design
Experimentation on user groups

Freedom of information Filter bubble
Lack of transparency – black box

Equality, non-discrimination
Activity bias
Algorithmic bias
Cognitive bias of the user

Diversity Lack of transparency – black box with lack 
of diversity in the recommendations

Table 1. Risk map of AI-powered recommendation systems
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4.1. Dignity – human autonomy

Human autonomy when the user browses the system to choose media content to 
consume is a mirage to some degree, because the options recommended by the al-
gorithm are filtered media content, deemed to be relevant for the individual user 
by the recommendation system. Such filtering limits the list of available options, 
thereby in reality curbing the users’ freedom of choice. 

The functioning of recommendation systems remains hidden from the user, with 
such tools operating in the background, unnoticed as part of the user experience. 
Algorithmic decision-making tools – not limited to recommendation systems – in 
fact work as a ‘black box’ (Pasquale 2015) system, where users cannot tell why and 
how the system generated one specific output. One reason behind this is the fact 
that we are talking about sophisticated program codes and complex mathematics 
often guarded as trade secrets of the provider. One may argue that the release of the 
source codes does not really carry relevant information to the general public. The 
European Union Agency for Fundamental Rights’ (FRA) report highlights that one 
aspect of preserving human dignity is to inform people about the use of AI, enabling 
them to provider informed consent (FRA 2020, 60). Transparency in the case of AI 
thus equals explicability: Knowledge of the principles of functioning and the factors 
that were taken into consideration when compiling the list of recommended content 
that would be enough to contribute to user awareness and to allow them to reach 
informed consent. 

4.2. Integrity 

According to the Charter of the Fundamental Rights of the EU, the right to integri-
ty of the person means respect for one’s physical and mental integrity. Research 
shows that the use of recommender systems paired with psychological factors, such 
as a lack of self-control or lack of self-esteem complemented with certain motives 
(the motive of information seeking) can lead to excessive usage (Hasan et al. 2018). 
Excessive internet usage and content consumption are known can have negative 
impacts on individuals’ psychosocial well-being (Young 2004.), and can have nega-
tive consequences on individuals, such as emotional problems, relational problems, 
sleep-difficulties and performance problems (Andreassen 2015). Recommender sys-
tems that are designed to manipulate users – sometimes with subliminal techniques 
– thus may adversely affect the users’ mental integrity. 

Inappropriate content (Milano et al. 2020) may also have negative impacts on a 
person’s integrity, although there is no common understanding what the term ‘inap-
propriate content’ means. Inappropriate could mean content that is erroneously sug-
gested, contradicting a user’s preferences and predictions reached by analysing the 
factors assessed by the recommendation system. Inappropriate can also mean that 
recommendations are not culturally appropriate for the individual users or certain 
user groups (Souali et al. 2011). This was the case when the Christian community of 
Brazil petitioned to remove the movie titled The First Temptation of Christ from Net-



Ethical and legal implications of using AI-powered recommendation systems in streaming services

71

flix’s catalogue because it portrayed Jesus as a homosexual figure (URL 13). Inappro-
priate can be also interpreted in terms of certain vulnerable audience groups, such 
as minors. The popular American teen drama titled 13 Reasons Why was severely 
criticized for romanticizing suicide, yet it appeared on the lists of recommendations 
of teenage users. The show is very popular among adolescents, although it could 
pose a serious risk for mentally unstable people, or people with mental health is-
sues (URL 14). There are rules in the European audiovisual media regulation which 
aim to restrict the free flow of content that is detrimental to minors. For instance, 
content that can cause serious harm to the physical, moral or mental development 
of children should be restricted to adult audiences. This is an obligatory provision 
of the AVMS Directive since 2010 and applies to on-demand streaming providers as 
well, pursuant to which they must tune their recommendation systems to take into 
consideration the user’s age and the parental control settings.

4.3. Privacy

Privacy is one of the key challenges identified and the protection of personal data is 
the most cited fundamental right in the AI-related discourse. The right to privacy has 
paramount importance in the case of recommendation systems, which profile users 
to fine-tune content recommendations. The factors that are taken into consideration 
by recommendation systems – introduced in Section 1. – are designed with regard to 
the availability of user data. There are five problematic areas that were identified in 
relation to recommendation systems by Paraschakis, three of which (1. 2. and 5.) are 
privacy related (Paraschakis 2017):
 

1. user profiling and data leakage 
2. data publishing
3. algorithm design 
4. user interface design
5. experimentation on user groups.
 

Paraschakis draws attention to the fact that behavioural profiling is often done 
without acquiring informed consent, as privacy notices hidden behind hyperlinks 
that follow “I consent” checkboxes often remain unread by the user (Paraschakis 
2017). Unsolicited data collection is also common, because user profiles are gen-
erally enhanced with data obtained from external sources, such as cookies, social 
networks or information brokers, despite the fact that the integration of external 
sources can lead to vulnerability and could lead to data breaches. Friedman et al. 
consider the actions of external adversaries who attempt to de-anonymize data 
one of the biggest privacy-related risks to recommendation systems (Friedman et 
al. 2015). Paraschakis adds that companies often release large datasets from their 
services that contain private data. Although personally identifiable information 
(such as names and email addresses) are anonymized, there are quasi-identifiers 
(birth date, gender, location) that can be combined to identify users. Companies 
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also often test new versions of their recommendation systems on randomly se-
lected user groups. The most popular method for testing new algorithms is A/B 
testing, in which two variants of the same webpage is shown to different user 
groups (a control and treatment group). A famous example of such an experiment 
is research conducted through Facebook as part of an emotion experiment in 2014 
(Kramer et al. 2014). In the experiment, members of different user groups were 
shown differently curated news feeds. Users who were shown more positive posts 
reported feeling happier, while the people who had seen negative images more 
frequently felt unhappy and showed signs of depression. Besides the issue of the 
unethicalness of the experiment, the research also drew attention to the lack of 
informed consent of the users, who weren’t informed prior to the experiment that 
they were part of such a research, or of the handling of their personal data for the 
purposes of the research. 

4.4. Freedom of information, freedom of expression

Freedom of expression involves freedom of information and means the right to 
receive and impart information and ideas without interference. Yet, the main ob-
jective of recommendation systems is to interfere with the flow of information by 
selecting relevant information (or information considered relevant) for each indi-
vidual user, with the aim to enhance the user experience and promote engagement. 
By consuming overly-personalized media content, users can easily become isolated 
from media content that is outside their comfort zone and ideas different from their 
own ideology, resulting in them getting stuck in cultural and ideological bubbles, 
named filter bubbles (Pariser 2011.) The user may not necessarily notice getting into 
such a filter bubble due to the elaborate design of the filtering system and the lack 
of transparency.

It is important to examine the operation of recommender systems from the per-
spective of the content creators (artists) as well. Streaming services are generally 
good platforms for emerging creators and narrow-niche genres, because stream-
ing service providers facilitate the worldwide (or regional) distribution of audio-
visual works of any genres, and as audiences can find media content that is often 
not available through traditional distribution. Due to the long-tail effect (Anderson 
2006), offering niche content is profitable for streaming service providers. Howev-
er, these providers are also in a gatekeeper position, in that they have a direct im-
pact on the media content they make available to the public (Koltay 2019, 82). This 
means that streaming service providers can arbitrarily control what gets popular 
and what gets lost among the myriad of content, reducing the visibility of certain 
creators and widening the gap between well-known global studios and smaller 
studios making art films or niche movies. We do know that some creators sign 
deals with streaming providers to produce, to distribute and even to feature their 
works, resulting in a further imbalance between the larger and richer and well-
known outlets and the small studios. In this system, service providers have little to 
no regard to the credibility of the information conveyed, blurring the boundaries 
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between fictional works and documentaries, which carries the risk that, due to the 
fact that they can reach millions of people, they can amplify the spread of false or 
misleading information. Netflix received harsh criticism for signing a deal with 
Gwyneth Paltrow’s Goop, which is known to feature a pseudoscientific lifestyle 
documentary (URL 15), but was also criticized for producing a similar documen-
tary series titled Down to Earth with Zac Efron (URL 16), and for the documentary 
Seaspriacy, which was accused of containing misleading claims about commercial 
fishing (URL 17).

4.5. Equality, non-discrimination

The Charter of Fundamental Rights of the EU (2012) considers all people equal and 
sets out that any discrimination based on protected characteristics – such as sex, race, 
colour, ethnic or social origin, genetic features, language, religion shall be prohibit-
ed– (Article 21). Furthermore, it sets out that the EU shall respect cultural, religious 
and linguistic diversity (Article 22). However, recommendation systems are biased by 
design, as they draw up patterns, which they then use to generalize users. The FRA’s 
report also draws attention to the fact that the “very purpose of machine learning 
algorithms is to categorize, classify and separate” (FRA 2020, 68). Baeza-Yates differ-
entiates between three types of biases that characterize recommendation systems and 
distort the list of recommended media content (Baeza-Yates 2020):

1. Activity bias, which refers to the distorting effects of the attributes that are 
automatically assigned to users upon browsing and searching, such as gender, 
age, location, language of the service.

 2. Algorithmic bias, which refers to the distortion that can be traced back to the 
programming of the algorithm. Recommendation systems work with sets of 
variables, weigh each factor and rank each property differently, where the 
principles of weighing and ranking are coded into the system by program-
mers having their own biases. One form of algorithmic bias is observation 
bias (Farnandi et al. 2018), which refers to the feedback loops generated to 
specific groups of users. The term “feedback loop” has been used in software 
development for some time now and it refers to a situation where the outputs 
of a system are loaded back to be used as inputs. Using the outputs generated 
by the system as teaching data amplifies bias and leads to the development 
of filter bubbles (Mansoury et al. 2020; Jiang et al. 2019). Observation bias is 
also caused by population imbalance (Farnandi et al. 2018), whereby existing 
social patterns are reflected in the system’s decisions. Observation bias can 
mostly occur during the application of collaborative-filtering tools, which rely 
on interpersonal relationships (other, similar people’s preferences) to filter 
information (Bozdag 2013). Bozdag also mentions popularity bias – which 
means popular content often gets highlights and thus gets even more popular 
– hindering the diversity of recommendations. 
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3. The cognitive biases including confirmation bias and other behavioural biases 
of the user, which also affect the functioning of the recommender system, as 
the user is able to tune and teach the system through his or her choices. Un-
conscious decisions are taken into consideration by the recommender system, 
leading to the formulation previously discussed filter bubbles. According to 
Pariser, confirmation bias is often enhanced by personalization algorithms, 
because consuming information or media content that conforms to one’s taste 
and ideology causes pleasure (Pariser 2011), while diverse opinions and con-
tent can lead to cognitive dissonance. 

4.6. Diversity 

The entertainment industry has often been described as an industry fuelling block-
buster culture. (Anderson 2006.) The term ‘blockbuster’ has been used for movies 
since the 1970s (one of the first blockbusters was Steven Spielberg’s Jaws) and refers 
to fast-paced and exciting movies, that tend to generate interest beyond the cinema 
(Shone 2004) and are capable of reaching an extremely wide audience (see the Mar-
vel Cinematic Universe). Although there is a vast amount of available audiovisual 
works, there are only a limited number of blockbusters. AI-powered recommenda-
tion systems may have the effect that they “reinforce the popularity of already popu-
lar products” (Fleder et al. 2009, 679), as they are more likely to appear on the top of 
the list of recommendations and in the list of many difference audience categories. 
However, it is also argued that these systems can enable members of the audience 
to find niche content (Anderson 2006). 

It is worth highlighting that the promotion of European audiovisual culture with 
regulatory tools is not unbeknownst in EU law, and in fact it is an obligation already 
present in the Audiovisual Media Services Directive (AVMSD). The AVMSD explicitly 
obliges on-demand service providers (such as Netflix and other streaming service 
providers) to foster the European audiovisual culture and movie industry by reserv-
ing at least a 30% share of European works in their catalogues (Article 13). Addition-
ally, the providers also have to ensure the prominence of those works. 

Mehrota et al. (2018) point out that modern recommendation systems serve 
two-sided markets, so algorithms must be optimized in a way to take the interest of 
the supply side (artists) into consideration as well. 

5. “To boldly go…” – Ethical codes as tools to tackle the challenges of AI

The risks of AI have been recognized by several international organizations. In re-
cent years, several AI ethical codes have been drafted to mitigate these risks. Notable 
examples are the following: 

	– The Ethics Guidelines for Trustworthy AI of the European Commission’s 
High-level Expert Group (AI HLEG 2019) on Artificial Intelligence;
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	– The OECD’s Recommendation of the Council on Artificial Intelligence (OECD 
2019);

	– The Beijing AI Principles drafted by the Beijing Academy of Artificial Intelli-
gence (BAAI 2019); and

	– Guidelines adopted by the IEEE Global Initiative on Ethics of Autonomous 
and Intelligent Systems  titled “Ethically Aligned Design: A Vision for Prior-
itizing Human Well-being with Autonomous and Intelligent Systems” (IEEE 
2019).

This paper discusses two of these guidelines in detail: HLEG’s Ethics Guidelines 
and the OECD’s Recommendation as these instruments are the most relevant from 
the perspective of the EU’s legal framework. Additionally, it has to be noted that all 
the ethical codes are surprisingly similar to each other as they grasp AI from the 
same perspective, whereby they place values such as trustworthiness and fairness 
at the centre. This section not only gives a detailed description of these guidelines, 
but specifically highlights which provisions are relevant in terms or recommenda-
tion systems and why. The second part of this section then provides constructive 
criticism of the ethical codes discussed.

5.1. How do ethical codes drive the future of AI? 

The OECD’s Recommendation of the Council on Artificial Intelligence sets out 5 val-
ue-based principles for a responsible stewardship of trustworthy AI. The principles 
for AI are that it should operate in line with:

	– The pursuit of inclusive growth, sustainable development and the well-being 
of humankind.

	– Human-centred values and fairness. This principle includes due considera-
tion for the rule of law, human rights and democratic values. In order to abide 
by this principle, specific mechanisms and safeguards should be implemented 
into AI systems, such as a capacity for human determination.

	– Transparency and explicability. 
	– Robustness, security and safety. 
	– Accountability. 

These five principles are targeted towards those driving the development of AI, 
such as those who design and operate systems. To complement these five principles, 
complementary recommendations were added for policy-makers to take into con-
sideration. 

The HLEG’s guidelines characterize trustworthy AI as meaning lawful, ethical 
and robust. The EU’s AI ethics principles are rooted in the respect for fundamental 
rights, and thus the ethical principles set out by the guidelines are based on tangible 
rights set out by existing international legal instruments. The guidelines list 4 ethical 
principles, terming them ethical imperatives:
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1. respect for human autonomy
2. prevention of harm
3. fairness
4. explicability.

Respect for human autonomy means that humans must be able to maintain 
self-determination over themselves and are entitled to be protected from manip-
ulation, coercion, deception and conditioning: AI systems thus should refrain from 
applying techniques that manipulate human beings and should be designed to rath-
er augment, complement and empower human skills. The principle of prevention of 
harm means that AI systems should be designed to protect human dignity, as well 
as mental and physical integrity, which is basically the ethical implementation of 
the first law of robotics, made famous by Isaac Asimov in his work of science fiction 
I, Robot (Asimov 1950). The principle of fairness means – among others – that AI 
systems should ensure that individuals and groups are free from unfair bias, dis-
crimination and stigmatization. Explicability means that the processes should be 
transparent and an explanation should be provided why the system reached a par-
ticular decision, in order to build and maintain the user’s trust. 

The issues that were in identified in relation to how recommendation systems 
affect certain fundamental rights are also risks to the principles set out by the ethics 
codes. The Ethics Guidelines for Trustworthy AI sets up a non-exhaustive list of re-
quirements to achieve trustworthy AI, which are all relevant to mitigate the risks of 
AI-powered recommendation systems to fundamental rights as long as the industry 
players are willing to align their behaviour to them. The list of requirements con-
sists of requirements such as human agency and oversight, technical robustness and 
safety, privacy and data governance, transparency, diversity. However as argued in 
the next subsection ethical principles and requirements do not create domain-spe-
cific obligations and are not enforceable thus they are not sufficient tools to alleviate 
concerns.

5.2. Critical remarks concerning the ethical codes

A criticism that is often voiced towards codes of ethics in general can be projected to 
AI specific codes as well; namely that ethics codes tend to be the results of long ne-
gotiations between industry members and the industry members and state actors, 
where the end text is almost always a result of many compromises. This tends to 
lead to a set of diluted norms, stripped down to the most important core values and 
principles recognized by all parties. Setting common values are important elements 
of marking out a normative framework, but they are not very effective if the norms 
that should fill the frames are missing. 

Given their nature, ethical principles tend to be worded vaguely, making the 
norms set out overbroad. Here, the values and principles set out by the AI ethical 
codes are important elements of a normative framework, but not exactly AI specif-
ic. Héder notes that the provisions set out in AI ethics guidelines can be applied to 
any novel technology; for example, if one were to change the term “AI” to the term 
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“water boiler”, the guidelines would still be interpretable (Héder 2020). Indeed, the 
majority of the discussed principles have been set out already in different scientific 
areas, such as bioethics. There is also the issue of general documents not being able 
to react to domain-specific issues in an appropriate manner. NAIs are used in sever-
al sectors nowadays, ranging from application in autonomous vehicles to facial rec-
ognition. Although they have common elements that can be addressed by horizontal 
codes of ethics, they also pose special challenges that are not dealt with by general 
ethics codes. For example, freedom of information is a right that is significantly im-
pacted by AI-powered recommendation systems, meanwhile it is almost completely 
irrelevant in the case of autonomous weapons systems, in which case the right to 
life has more relevance. Current ethical codes are thus unable to tackle those issues 
that stem from the specific functions that AIs applied in specific areas have, thus 
suggesting regulatory blind spots exist. 

As these codes are often too vague, they are unable to influence the signatories’ 
behaviour when it comes to real-life application. As these are soft-law instruments 
and do not contain tangible obligations, abiding by the norms and the manner in 
which compliance is realized is largely dependent on the willingness of the mem-
bers of the industry. The lack of mechanisms for creating compliance is a particular 
weak point of ethics codes according to many scholars (Hagendorff 2020; Larsson 
2020). Without setting out mandatory rules to oblige parties to a certain conduct or 
to refrain from certain behaviours, there is no way to impose sanctions on those 
who fail to act in accordance with the principles. The infringement of ethical codes 
may also result in disadvantage (the disapproval of society, loss of clients, etc.), 
but these differ from the sanctioning framework set out by legal norms. Larsson’s 
main reason for concern is that it is unclear what the relationship is between ethics 
codes and pieces of legislation and notes that ethical guidelines are essentially be-
ing drafted by industry players with the incentive to avoid stronger state-regulation 
(Larsson 2020). 

6. Concluding remarks – How can recommendation systems promote 
culture and diversity? 

To effectively tackle the domain-specific issues of AI-powered applications and to liq-
uidate the regulatory blind spots identified in Section 5, a more detailed set of norms 
should be drafted for each individual application domain. Horizontal AI guidelines 
are too general to tackle the issues that require sectoral tailor-made solutions. In the 
scientific literature, there have been several suggestions made to address the risks 
of AI-powered recommendation systems such as those identified in Section 4., which 
should provide a good starting point for further regulatory initiatives. 

Increasing the transparency would be one cure to the majority of the problems 
discussed, because making recommendation systems more transparent would pos-
itively contribute to human autonomy, diversity and privacy. The developers of AI 
should be mandated to explain how recommendation systems work, what factors 
they are considering to generate the outputs and how they handle personal data to 
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generate recommendations. Héder warns that if transparency is not defined at an 
appropriate level, AI development may be hindered (Héder 2020). Furthermore, he 
argues that transparency has to be combined with some measure of intelligibility 
to avoid “pretend transparency”. Educating users to move safely and comfortably 
in the digital world is not a novel thought. The concept of digital literacy was de-
veloped as long ago as the 1990s and refers to “the ability to understand and use 
information in multiple formats from a wide variety of sources when it is presented 
via computers” (Gilster 1997). Media literacy – which is a narrower concept – refers 
to those skills that allow users to use the media; for example, to access information 
and to critically assess media content. Along these concepts, there is a need to in-
troduce the concept of algorithmic literacy (URL 18). Algorithmic literacy should 
involve the skills to critically assess the recommendations made by algorithms, to 
exploit the recommendation systems in a manner that serves the best interest of 
the individual and to develop an awareness of algorithmic biases and how to avoid 
their influence. 

Ensuring a diversity of content is a factor that should be incorporated into algo-
rithms (Castells et al. 2015). The recitals of the AVMSD (recital 35) propose the need 
to ensure prominence by labelling metadata, facilitating access and setting up ded-
icated sections in catalogues. The AVMSD does not explicitly mention recommen-
dation systems as a tool to enhance visibility, but does mention that fine-tuning the 
algorithms to recommend European content can also be considered a viable option 
to increase the reach of European audiovisual works. Optimizing recommendation 
systems to promote audiovisual culture and the interests of the supply side would 
definitely mean a shift from subordinating company policies to audience engage-
ment, and in the long term these measures could contribute to a more diverse media 
landscape. As members of the audience would be able to find European and national 
works along with the works of emerging artists, the fine-tuning of recommendation 
systems could contribute to the promotion of cultural exploration. 

Besides enhancing the algorithmic designs, the previously mentioned risks can 
be mitigated by giving the users more freedom to customize their experience. In the 
area of privacy, explicit privacy controls should be incorporated into the systems, 
including allowing the users to decide which data is to be shared and with whom 
(Paraschakis 2017). Customizable settings should be introduced in filtering as well, 
because if one can choose to filter adult content (which is what parental control 
tools are about), one should also be able to select their preferences in terms of oth-
er factors (such as genres, actors, directors). More options to customize the service 
would also contribute to enhancing the autonomy of the user. 
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With AI permeating our lives, there is widespread concern regarding the proper 
framework needed to morally assess and regulate it. This has given rise to many 
attempts to devise ethical guidelines that infuse guidance for both AI development 
and deployment. Our main concern is that, instead of a genuine ethical interest for 
AI, we are witnessing moral diplomacies resulting in moral bureaucracies battling 
for moral supremacy and political domination. After providing a short overview 
of what we term ‘ethics washing’ in the AI industry, we analyze the 2021 UNESCO 
Intergovernmental Meeting of Experts (Category II) tasked with drafting the Rec-
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1. Introduction

Artificial intelligence (AI) is a shining star within the technology world. All other 
technological innovations and artefacts pale in comparison with what AI, in all its 
shapes and sizes, promises to offer. However, as the saying goes, all that glitters is 
not gold. AI technologies have pushed the significance of dual-use to the extreme: 
whether we think about autonomous weapons, facial recognition technologies 
or already mundane decision-making software, all of these applications can be 
used for both good and bad purposes. For example, decision-making algorithms 
can improve efficiency, but they can also reinforce racial prejudices and biases 
as they may discriminate based on race or gender (Buolamwini and Gebru 2018; 
Noble 2018). Other AI systems, such as scoring systems, identify and exploit weak-
nesses that individuals may not be aware of themselves (Citron and Pasquale 
2014). And while discrimination, manipulation or exploitation have plagued so-
cieties since the dawn of civilization, unlike with human decision-making, AI sys-
tems can operate at scale, instantly and automatically, with the potential to affect 
people in the flash of a second, “at orders of magnitude and at speeds not previ-
ously possible” (Yeung, Howes and Pogrebna 2019). It is precisely these actual and 
potential harms that AI could create that have driven the massive interest in the 
ethics of AI. 

In this paper, we explore the implications and consequences of the particular 
interests of both private companies and states alike for the development of ethical 
guidelines for AI systems. In the first section, we look at some critiques of private 
companies’ focus on the development of ethical codes of conduct and guidelines 
for ethical AI. We show that most researchers tend to focus on the problem of 
‘ethics washing’, which is the superficial and even hypocritical use of ethics for the 
avoidance of state regulation. The criticism of companies’ attempts to self-regulate 
is based on the belief that they will always strive to advance their own interests, 
thus their efforts of devising ethical or responsible AI systems will not do away 
with the wider problems generated by the societal deployment of these technol-
ogies. However, a hidden presupposition behind these types of analyses is that if 
private companies should not be left alone to their own devices, then states should 
take the lead in the efforts to advance ethics in the field of AI. In the following sec-
tion, we show that, in practice, states don’t fare too well in this domain either. We 
take as a case study UNESCO’s attempt to create yet more guidelines for ethical AI, 
in order to show that both transnational organizations and states alike use ethics 
as a locus of power. We advance the term ‘moral diplomacy’ to describe the strat-
egy of using the language of morality, by transnational organizations, states and 
the industry alike, to protect and advance forms of technology that can advance 
certain economic and political interests. In the concluding remarks, we claim that 
the fight over ‘AI ethics’ is actually a political fight and that the ethical guidelines 
and regulations for AI advanced by ‘moral diplomacies’ are just a way of signal-
ling allegiance to certain ethical values and principles, without actually moving 
towards their accomplishment. 
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2. From ethics washing to the bureaucratization of ethics 

While the ethical implications of AI have been addressed since the 1960s, the emer-
gence of machine learning and neural networks has brought ethical debates in to 
the mainstream (Morley et al. 2019). ‘AI ethics’ is now sort of a buzzword in the field, 
as it is employed to name and describe a whole array of moral, legal, societal and 
political concerns associated with the development and implementation of AI tech-
nologies. One of the most frequently employed tools that is believed could help re-
solve the ethical issues generated by AI are documents containing ethical principles, 
frameworks, checklists and guidelines to aid the development and implementation 
of AI technologies. These documents are considered a universal panacea for the po-
tential harms generated during technological development and implementation, a 
fact shown by the diversity and multiplicity of organizations that have rushed to 
issue such documents, from industry, to governments, transnational organizations, 
academia and NGOs. An exhaustive list of all these documents and organizations 
would probably take the whole space of this paper, so here we settle with mention-
ing just a few of them: IEEE’s (2019) Ethically Aligned Design “Vision”, Artificial In-
telligence at Google (2018) manifesto, OpenAI, Partnership on AI or The Foundation 
for Responsible Robotics. Jobin et al. (2019) identified no less than 84 documents 
of a non-legal nature (research and position papers excluded) expounding ethical 
principles and guidelines for AI. Most of these documents are issued by private com-
panies, followed by governmental agencies, while academic institutions, supposedly 
the only impartial and objective organizations, are the last issuers of such recom-
mendations and guidelines (AI Ethics Lab 2020; AlgorithmWatch 2020). 

Although the attention paid to ethics in AI development and deployment is a 
heartening development, the focus on ethical guidelines is not without its critics. 
One of the first problems identified by the critics is that most of these documents 
are principle-based, embracing a deontological approach (Mittelstadt 2019). Prin-
ciples are highly abstract standards for good, but they tend to be vague as their 
application is most of the time context sensitive. As a consequence, principle-based 
AI guidelines have been criticized for not being sufficiently action-guiding (Hagen-
dorff 2020b; Héder 2020). This means that it is not clear to AI practitioners how to 
put these principles into practice, as principles, by themselves, do not play a role 
in informing and training the moral reasoning needed for ethical behaviour in a 
practical context (Greene, Hoffmann and Stark 2019). This is further proven by the 
fact that, despite the richness in ethical guidelines, 79% of tech workers report that 
they would like more practical, down-to-earth instructions on how to deal with and 
address ethical problems in technology development (Miller and Coldicott 2019). 

The ineffectiveness of professional codes of conduct or of any sort of guidelines 
for the development of responsible AI is further complicated by the fact that AI sys-
tems can be used in a wide range of domains, from medicine to warfare and many 
others. Further, AI developers do not have a common background, as they come 
at AI from various domains and will be specialized in different disciplines, which 
also means that they might have different moral obligations to attend to (Filipović, 
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Koska and Paganini 2018). However, ethical guidelines tend to reduce AI developers 
to a single expertise, which cannot but obscure the complexity of reality (Mittelstadt 
2019). Moreover, any sort of deviation from these principles would be hard to no-
tice and also difficult to punish, as these documents lack enforcement mechanisms 
(Hagendorff 2020a; LaCroix and Mohseni 2020). 

Another contentious issue connected to these ethical guidelines is the lack of 
diversity of their creators. In his analysis of 22 AI ethics guidelines, Hagendorff 
(2020b) shows that the ratio of female to male authors is 31.3%, and makes an in-
teresting observation that those reports authored primarily by men tended to focus 
on particular issues, such as privacy or transparency, ignoring the fact that when AI 
systems are deployed, they become embedded in complex sociotechnical systems. 
This shows that male-dominated reports tend to oversimplify the problems these 
technologies give rise to when they complement or even substitute human deci-
sion-making, ignoring important issues such as welfare, fairness or even ecological 
concerns (Hagendorff 2020b). What is more, Jobin et al. (2019), in their analysis of the 
corpus of the principles and guidelines on ethical AI, noticed an underrepresenta-
tion of developing regions, such as Africa, Central and South America and Central 
Asia, which of course denotes an existing global power imbalance that it seems is 
even perpetuated in AI ethics debates. This raises questions of global fairness, but 
it also denotes a sort of technological determinism implicit in most documents. It is 
almost as if humans can only react to these technologies as if they are a force that we 
cannot shape (Greene, Hoffmann and Stark 2019). Further, most documents have as 
their locus design processes, mostly ignoring business or political decisions, revenue 
models or the incentive mechanisms that after all shape design processes (Yeung, 
Howes and Pogrebna 2019). 

If the lack of specificity and diversity were the sole issues with these ethical 
guidelines for the development and deployment of AI, then there would be no 
significant reasons to worry. After all, these are problems that could, in principle, 
be solved by more careful deliberation and consideration of the purposes and ap-
plication of ethical guidelines/codes of conduct. Another, more important wor-
ry, though, is that these high-level principles and documents are used as a façade 
by the industry, and essentially as a ploy to delay or plainly avoid policy-maker’s 
reasons to pursue regulation. To put it more simply, the underlying idea in almost 
all of these documents is that states’ role in regulating AI technologies can be side-
lined, while the role of the private sector should be overly-emphasized (Wagner 
2018). In 2019, the term ‘ethics washing’ was first used by the philosopher Thomas 
Metzinger to describe the instrumentalization of ethics by industry, in his critique 
of the European Commission Ethics Guidelines for Trustworthy AI (Metzinger 2019). 
Responsible for the creation of this document was the 52-member High-Level Ex-
pert Group on Artificial Intelligence (HLEG AI), which was heavily dominated by 
industry, with only four ethicists part of the team. Metzinger complains that the 
guidelines issued by HLEG AI are “lukewarm, short-sighted and deliberately vague” 
precisely because ethics is instrumentalized in order to “distract the public and to 
prevent or at least delay effective regulation and policy-making” (Metzinger 2019).  
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The inspiration for this term ethics washing comes from the already popular term 
‘greenwashing’. The suffix ‘-washing’ is used to denote a gap between the behav-
iour of a business or government and how that behaviour is framed or commu-
nicated to the public (Peukert and Kloker 2020). While greenwashing refers to the 
discrepancy between the claims companies make about the environmental impact 
of their products/services and their actual environmental impact (Voinea and Usz-
kai 2020), ethics washing denotes the proclaimed adherence to ethical standards 
by AI companies in order to escape regulation and to reassure customers and other 
stakeholders of their ethical commitment (Bietti 2020; Wagner 2016; Peukert and 
Kloker 2020; Rességuier and Rodrigues 2020). Besides in the creation of AI working 
groups meant to issue guidelines for ethical AI, ethics washing is also manifested 
in ethics partnerships for AI, such as in the employment by industry of in-house 
philosophers and ethicists with little or no influence on design processes or busi-
ness operations (Bietti 2020), and also in the funding by Big Tech of academic work 
on responsible or ethical AI, which is really meant to obscure problems regarding 
business practices or the political implications of AI systems (Abdalla and Abdalla 
2021; Ebell et al. 2021). 

The use and abuse of ethics within the technology world seems to be a strate-
gy employed by various stakeholders in order to create the impression, for both 
the public and governments, that internal self-regulation by science and industry is 
more than enough for dealing with the risks raised by AI systems (Bietti 2020). In a 
paradoxical turn of events, ethics is now used to protect and foster the status quo, 
while eliminating the possibility of moral progress in the technological world. Many 
important and stringent ethical implications of AI technologies, such as the social 
and political impacts of algorithmic decision-making, the environmental implica-
tions of data processing for AI, and the rise of fake news/propaganda/deep-fakes, as 
well as the private funding of public research institutions in the field of AI remain 
virtually unaddressed within these documents (Hagendorff 2020b). 

In what follows, we claim that ethics washing is not the most appropriate way to 
describe the instrumentalization of ethics in the technology world, because it tends 
to frame the avoidance of regulation of technology companies by public authorities 
as something that is bad in itself. But the question of whether governments are bet-
ter placed to regulate complex, constantly evolving and changing technologies, such 
as ML-based AI, remains unaddressed. We advance the term ‘moral diplomacy’ to 
describe the strategy of using the language of morality, by both transnational organ-
izations and the industry alike, to protect and advance forms of technology that can 
advance certain economic and political interests. Just as the moral diplomacy con-
ceived by US President Woodrow Wilson was an instrument of fighting back against 
governments that opposed or were hostile to American interests, so the moral di-
plomacies in today’s AI landscape are a way of advancing political and economic 
interests and of nipping in the bud discussions addressing important questions about 
power arrangements. In the following section, we show what moral diplomacies may 
consist of by analyzing the UNESCO Intergovernmental Meeting of Experts (Category 
II) tasked with drafting the Recommendation on the Ethics of Artificial Intelligence. 
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3. The birth of moral diplomacy and AI governance

Despite the views of Immanuel Kant (1998), in day-to-day life, ethics is seldom 
“pure”, that is based solely on supreme or ultimate moral principles. When it comes 
to applying ethics in practice, like in the development of ethical guidelines for AI 
systems, ethics is surrounded by many other ‘vocabularies’ and intellectual disci-
plines: law and legal thinking (especially human rights), economic and institutional 
approaches, but also political stakes or social opportunities, etc. The main peril for 
ethics in the highly dynamic landscape of AI is for it to become just a pretext or a 
decorative, floral adagio in attempts to protect and entrench the status quo. When 
ethics becomes mere etiquette, it fails to provide deliberative mechanisms, sound 
judgment and true answers. Other risks are not to be neglected either: ethics could 
become an instrument of struggle or persuasion, a motive for negotiation (that in-
volves trading and not pondering values or principles) or even a way of ‘washing’ the 
image of companies. To put it simply, ethics is in danger of becoming a (cultural or 
even technological) instrument of domination. 

What happens with AI ethics and the attempts to codify it (in the form of recommen-
dations or White Papers) is the continuation of a trend that started in early moderni-
ty. In search of impartiality, ethics is de-personalized, becoming an art of legalization, 
architectonics or building systems (Iftode 2021). Moreover, ethicists are beginning to 
lose sight of a fundamental problem in ethics, that is, moral motivation (Iftode 2021). 
Moral motivation cannot be merely extrinsic, it cannot lie only in the power of a law, a 
precept, or of any recommendation, no matter how convincing it is. It should be clear 
for everyone that governing AI systems, for their lifetime cycle, through ethical codes 
and guidelines, or recommendations is not a solution, but is increasingly becoming 
part of the problem. AI is not like the commons – be it pastures, rivers or Wikipedia – 
for which there are models of good collective governance (Ostrom and Hess 2007). AI 
systems are not common resources (although maybe data should be), and perhaps that 
is why the open-source development model has not caught on in the AI research world. 

We call ‘moral diplomacies’ the widespread arrangements of negotiating and 
gaining consensus on the moral guidelines for AI development. Until now, there 
have been at least three notable productions of moral diplomacies: the OECD Rec-
ommendation of principles (adopted on May 22, 2019), the EU guidelines, and the 
in-the-making UNESCO Recommendation. The outputs of moral diplomacies are doc-
uments, in a word-based format, which necessarily implies the emergence of moral 
bureaucracies capable of interpreting and making decisions on their basis. This is a 
mechanism similar to academic or medical ethical committees, or Institutional Re-
view Boards (IRBs), the institutions putting ethical codes into practice (Molina and 
Borgatti 2019). In short, ethical AI governance, transcribed in codes or recommen-
dations, is a product of moral diplomacies, further creating moral bureaucracies. 

In what follows, we focus on UNESCO’s approach to AI ethics, mainly because it is 
one of the most transparent and open to inquiry1 cases of moral diplomacy, allowing 

1 This goes hand in hand with the subjective reason for choosing UNESCO: one of the authors was an 
expert participating in the discussions.
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a detailed analysis. Not only was the draft Recommendation made public (UNESCO 
2021a), but also the Intergovernmental Meeting of Experts (Category II) tasked with 
creating the Draft Recommendation on the Ethics of Artificial Intelligence was lives-
treamed and kept online afterwards (UNESCO 2021b). It is also important to stress 
that this forthcoming Recommendation is non-binding, i.e. it has no legal effects 
and creates no obligations (compared to a Convention, which should be instilled 
in national legislations), and it will not come into effect before being accepted by 
member states in another high-level meeting, namely the UNESCO General Con-
ference. Before the Intergovernmental Meeting, there was an arduous process of 
drafting the Recommendation, prepared by the Ad Hoc Expert Group (AHEG) based 
on wide multistakeholder consultations. The Recommendation included a preamble 
and 141 articles structured around the aims, objectives, values, principles and areas 
of policy action (UNESCO 2021). It was accompanied by a preliminary study and a 
final report. Also, before the meeting, the member states were invited to send their 
comments and amendments, which in turn produced a huge document of almost 
1000 pages. So, the amount of work and the outputs was highly impressive. From 
this point on, the deliberation began in earnest. Keep in mind here that our short 
analysis is limited to the first session of the Intergovernmental Meeting of Experts 
(26–30 April 2021).

This debate is representative for the making of public AI ethics. If we take the 
ideal model of discourse ethics (Habermas 1990; Bohman and Rehg 2017) as a 
frame of reference, we can see that not all of its “pragmatic presuppositions” have 
been fulfilled. First of all, (1) we need to use the linguistic expressions in the same 
way in order to ensure we have the same meanings in play; then, (2) none of the 
relevant arguments can be ruled out. Third, we must take into consideration (3) 
only the strength of the arguments, and not their rhetorical power of persuasion. 
For things to work, (4) all the participants must be motivated to find the best ar-
gument. Last but not least, (5) no-one should be excluded. The result of the delib-
erative process should be the intellectual empowerment of the participants, and 
its foundation lies precisely in the equal respect accorded to everybody involved. 
Undoubtedly, equal respect was given to all the participants who were able to 
intervene and propose amendments to the articles of the Recommendation. Con-
dition (5) was met, in that no-one present was excluded. It should be noted, how-
ever, that not all states were represented, with some having only observers there 
(such as the USA, which had withdrawn from UNESCO) or were altogether absent.2 
The first condition was impossible to fulfil in practice; for example, participants 
had different meanings for some of the more contentious terms, such as ‘gen-
der equality’ or ‘universal’, meanings that did not necessarily converge. Further, 
some arguments were ruled out – which contradicts condition (2) – only because 
of different experts’ rhetorical power of persuasion – thus going against condition 
(3). Further, the experts were not limited to ethicists and AI researchers, many of 
them were human rights lawyers and activists, or diplomats, appointed by their 
states to advance specific values and principles resonating with their own foreign 

2 A novelty of this meeting was its online format: it took place on Zoom.
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and domestic policies. What was really problematic, though, was the unfulfill-
ment of condition (4): here, the aim was not to find the best arguments, but to 
block or support various positions without appealing to moral grounding, rather 
to political expediency.

The specific procedure rules for UNESCO clearly stipulate that discussions on 
the Recommendation draft may advance by consensus. And here resides the first 
difference between the philosophical and the diplomatic employment of ethics. 
Ethical debate cannot have either as a mere goal, or as a method, consensus at any 
price. Consensus could be the goal of institutions in gaining uniform practices, 
but philosophical grounding is bound to the strength of the argument and truth 
finding. Undoubtedly, in a pragmatic sense, reaching agreement is important, but 
not at the price of distorting its foundation. During this first round of debates, 
one key question was to find the sources of normativity for the Recommendation. 
Here, the divide was apparent from the beginning (especially during the April 
28 meeting): some state representatives insisted on human rights law as having 
priority and should be the only universal, normative source of the document (UN-
ESCO 2021b). Others insisted on ethics and its particular contribution as an ex-
tension into areas that human rights law cannot cover; as an answer to the focus 
on ethics, some others decried this as ‘ethics washing’. One of the participants 
(observer) said: “The language of ethics has the merit of shedding light on the 
blind spots in current (positive) international law. At present, the Recommenda-
tion has nothing to add to the current legal framework.” Also, one ethicist bluntly 
expressed his opinion in the chat box by stating: “I understand that ethics is out 
of the scope of this discussion” and then adding a touching quote from Vladimir 
Jankélévitch, “Evil is the disjunction of virtues, it is to have a virtue without the 
others”. This reaction says a lot about the actual divorce between legalistic think-
ing and ethical deliberation and, even more, about the unrealistic expectation 
that an ethical code or recommendation will make AI systems virtuous. Indeed, 
the delegates spent almost a whole day of the session rejecting an amendment on 
the role of international law which, in the end, was made less prominent within 
the Recommendation. We do not wish to comment on whether this is good or bad, 
right or wrong, but we want in fact to stress that the focal points of the debate 
did not seem to have in view the ethics of AI, but rather the concealment of the 
political interests that would like to instrumentalize AI. Article 11 of the draft, 
“While all the values and principles outlined below are desirable per se, in any 
practical context there are inevitable trade-offs among them, requiring complex 
choices to be made about contextual prioritization, without compromising oth-
er principles or values in the process, especially human rights and fundamental 
freedoms” (UNESCO 2021, 7), was the biggest bone of contention. The prolonged 
debate around it, taking up nearly an entire day, is paradigmatic of the whole 
context of drafting ethical principles and norms for AI systems. Because the locu-
tion ‘trade-off’ has different meanings within different domains of discourse, the 
debates regarding what it refers to more precisely, and what ethical values and 
principles should be prioritized in case of a conflict, almost blocked any advance 
in reaching agreement.
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The inherent conflict between states has moved into the realm of AI ethics, as 
another attempt to move from the power of arms to the power of speech (which 
is a fundamental way of preserving peace through culturalization). AI ethics is a 
territory unclear to many, ideal and conceptual, but with immense material im-
plications. In this game, the clash between lawyers and ethicists is obvious. And 
even more obvious is the struggle between the ‘old world’ of human rights, and 
the ‘new world’ prone to use AI in governing populations. It parallels the symbolic 
struggle between universalists (the Western World) and generalists (Iran, China 
or Venezuela) over the nature of human rights. All this is part of an ‘ethical arms 
race’ between organizations (international or industry alike) for exerting influ-
ence upon the future of AI development. In all this context, ethics in its practical or 
applied exercise becomes the loser, the abandoned puppet. As long as these kinds 
of documents are non-binding, the effort seems directed towards something differ-
ent from the red-lines or the way AI should be governed for the common good. The 
incompatibility between ethics, a pluralistic and revisable system (or even fully 
particularistic sometimes), with its trade-offs, limitations and balancing, and in-
ternational law, with its positive, rigid foundation, is hard to overcome. This adds 
to the main issue, namely that when consensual methods are applied in ethics, the 
risk is that the achieved compromise will totally reduce the normative power of 
ethical guidelines. 

Almost everything that is ethically ‘revolutionary’ in this kind of document has 
been or could be eliminated by ‘diplomatic games’. For philosophers and ethicists, 
it is frustrating to see that several conditions of discourse (or argumentation) ethics 
are not fulfilled and, even worse, that deliberation becomes bartering. Ethics was 
seen as part of the art of politics by Aristotle. For international organizations, ethics 
has rather assumed the role of a shield against recognizing the political nature of the 
creating institutions. For example, in the UNESCO document, there are no remarks 
about power and the power relationships built around AI. But power asymmetries 
are real and actual. Moreover, top-down approaches, based on human rights norma-
tivity, are necessary, but not sufficient alone. 

4. Concluding remarks: Regulating AI, a catch-22 situation? 

The presupposition behind criticisms of companies’ capacities to self-regulate 
through ethical guidelines is that states, especially democratic ones, are better 
suited to take the lead and to impose clear red-lines concerning the development 
and deployment of AI systems. In the above discourse, we showed that states 
don’t fare too well either in this domain. The ethics of AI, as it is approached 
today by industry or transnational organizations and states, is yet another proxy 
for advancing various types of interests – be they financial in the case of private 
companies, or political in the case of states. This is another example of the fact 
that technologies are not mere neutral functional tools, but are also ways of do-
ing politics by other means, as Winner argues (Winner 1986). Technologies are 
political because they are shaped by human choices and institutional structures, 
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and in their turn, they shape the way things are done in a society. The politics of 
AI systems lies in the fact that such systems can change the distribution of power 
at a societal level, empowering some, while making others even more vulnerable 
than before (Voinea 2016). Currently, the ‘fight’ over AI ethics is actually a fight 
over the specific forms of power and authority that these technologies should 
incorporate. 

While not as absurd and paradoxical as Yossarian’s conundrums from Joseph 
Heller’s famous 1961 novel Catch-22, the ethics of AI seems to be in a catch-22 situa-
tion. On the one hand, the recent push for the industry’s self-regulation has proven 
to be unsuccessful. Companies have shown only an instrumental interest in the tools 
that normative and applied ethics can bring to the table for regulating AI. Naturally, 
one might think that the solution to the drawbacks of this strategy might be to bring 
states and international organizations in to fill in the gaps, like most economists 
tend to think that we should do when we face a market failure. 

As our analysis of the UNESCO Intergovernmental Meeting of Experts tasked with 
drafting the Recommendation on the Ethics of AI shows, this heuristic approach is 
not useful in our case. Our main claim is that, at its core, the issue lies with the fact 
that the ethical guidelines and regulations for AI are advanced by what we term 
‘moral diplomacies’, which are employed by both private (i.e. the dominant compa-
nies from the industry) and public organizations (i.e. states and other international 
organizations) for elevating their status by the use of ‘moral talk’ or, as Tosi and 
Warmke (2020) put it, for grandstanding purposes. 

Whether it’s for avoiding more robust regulation and attracting better employ-
ees, like it would be in the case of a company like Google (Voinea and Uszkai 2020), 
or for politicians to signal to the electorate that they care about Responsible AI 
(post-industrial democracies) or to make their opposition to Western democracies 
and their WEIRD morality (Haidt 2012) internationally known, it has become clear 
that we cannot solve a political problem with ethical ramifications (the regulation 
of AI) just by simply drafting codes of ethics and establishing moral bureaucracies. 
Even if we were to leave aside the classical criticism of bureaucracies and bureau-
crats as being simply budget maximizers (Niskanen 1971; 1994), an opaque ethical 
infrastructure that does not contribute to the development of moral and intellectual 
virtues for the individuals who actually work with AI (Constantinescu et al. 2021) 
would be nothing more than a waste of both public and private resources, and with 
potentially deleterious consequences. 

This quasi-pessimistic outlook on the future of AI ethics can be supplemented 
by an even further troubling implication for ethicists who want to have an impact 
outside just academia. Some ethicists might wish to shape the outlook of the indus-
try on AI by seeking employment at Google or other major players in the industry. 
For others, the option of ensuring ethical checks and balances is part of public AI 
moral bureaucracies. Our claim is that any ethicists who might strive to advance 
an unbiased agenda for ethical AI and at least aim to marginally improve the cur-
rent status quo of AI ethics will probably face what Walzer famously labelled as 
“the problem of dirty hands” (Walzer 1973). For example, an ethicist working for 
Google might have to accept some privacy intrusions for profit-maximizing pur-
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poses in order to push for a more robust concern of the company for eliminat-
ing unfair biases in the ways in which the company processes data, for instance. 
Similarly, working as an AI moral diplomat for a Western democracy might mean 
that a person would need to sacrifice some of their principles either due to the 
electoral interests of their employer (i.e. the Government and/or political party in 
power) or because intercultural negotiations might entail an unsettling balancing 
of human rights in order to push an agenda that could be acceptable for countries 
with a different moral weltanschauung, i.e. world view. The only question that 
remains, then, is what is the acceptable threshold after which compromises with 
both industry and states or international organizations alike becomes morally un-
acceptable. 
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Introduction

In the second quarter of 2020, seven of the top ten global companies by market 
capitalization, including Apple, Microsoft and Amazon, had sharing platforms 
(PricewaterhouseCoopers 2020). With so many platforms in the market (from social 
media platforms to industry-disrupting infomediaries, like Airbnb), and new ones 
being launched every day, acquiring users, and getting them to engage or partici-
pate can become a challenge. To address this, many platforms rely on the power of 
the crowd, network effects and incentives, including monetary incentives (Katma-
da et al. 2011). 

The study of platform dynamics has been on the rise over the last decades, with 
recent research done on crowdsourcing (Sayedi and Baghaie 2017; Moysidou and 
Hausberg 2019), network effects (Evans and Schmalensee 2017; Parker et al. 2017) 
and incentivization (Katmada et al. 2011; Toker-Yildiz et al. 2017). Nevertheless, as 
desk research shows and to the best of our knowledge, there is no present research 
being done on the methods being used by platforms to offer monetary incentives 
to their crowd, which opens up a research gap that the present study aims to fill. 
Therefore, the research question addressed in this paper focuses on how and why 
platforms use monetary incentivization to engage their crowd.

By examining this topic, the present paper will add theoretical input to the dis-
cussion about the use of incentivization techniques by platforms (Ashander et al. 
2019; Bratu 2019a; Bratu 2019b; Furnham 2019; Mircica and Sion 2019). In terms of 
practical input, understanding the different methods used by platforms will assist 
managers to make the right decisions to foster the potential of their crowd.

While the theoretical aspects are covered by desk research, this paper aims to 
expose the empirically possible ways to monetarily incentivize crowds on plat-
forms using an inductive empirical method based on grounded theory (Glaser and 
Strauss 1967). Datasets from 15 different platforms that are known to use mone-
tary incentives, including Reddit, Groupon and TikTok, were collected and ana-
lyzed to categorize the different strategies as the outcome of the paper. After the 
data were compiled and structured, clusters were created by grouping together 
platforms showing similar characteristics, resulting in a theoretical approach of 
categorization regarding the typical characteristics of platform strategies using 
monetary incentivization for engaging their crowd. From a theoretical perspec-
tive, we provide useful insights regarding how the theories of crowdfunding and 
platform economics are interdependent yet influence each other. From a man-
agerial perspective, we present useful information for platform owners regard-
ing how to use incentives with their audience to increase user acquisition and 
engagement, by providing an overview of the different methods used by various 
platforms to reach their objectives, and that can be key components of an overall 
marketing strategy.

The paper is structured as follows: Section one presents an overview of the re-
search on platform dynamics, network effects and incentivization, while in section 
two, crowdfunding theory is reviewed as a possibility to use and build a community. 
Section three deals with the research methodology, while section four reports the 
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empirical findings and describes the different incentive strategies used by the select-
ed platforms. Section five presents discussions of the analysis and categorization, 
and then the paper ends with the main conclusions of the study.

This paper presents useful information for platforms looking for ways to use in-
centives with their audience to increase user acquisition and engagement, with the 
paper providing an overview of the different methods used by various platforms to 
reach their objectives, and that represent key components of their overall marketing 
strategy.

1. Platform Dynamics, Network Effects and Incentivization

Platforms are defined by Zhu and Furr (2016) as “intermediaries that connect two 
or more distinct groups of users and enable their direct interaction”. They allow 
individuals and companies to pursue their own transactions by using the infra-
structure and services of a core organization (Hegel et al. 2008), and they create 
an ecosystem that promotes shared values in place of traditionally transactional 
relationships (Brown 2016). Platforms can often benefit from the sharing economy, 
where “consumers and organizations have opportunities to collectively innovate 
[and] create value” (Lim 2020; Stare and Jaklič 2020). Unlike products, which usu-
ally generate single revenue streams, platforms have the potential for multiple 
revenue streams, which is why many organizations have entered the platform in-
dustry, with such platforms either being created outright as platforms or starting 
out as products and then making the leap to platforms to serve their niche (Zhu 
and Furr 2016).

Interactions on a digital platform work like any economic or social exchange in 
the real world, meaning there is an exchange between the producer and consumer 
of information, goods or services and some sort of value, e.g. a currency (Parker 
et al. 2017; Culkin 2019; Oláh et al. 2020; Stare and Jaklic 2020). These interactions 
have clear relationships that enable business success, while ensuring a common 
goal or purpose is provided, and a strong sense of trust within the network is pres-
ent to support the exchange (Brown 2016). The consumer can also switch sides and 
become a producer – in which way, he would be called a “prosumer” (Dabija et al. 
2019; Meilhan 2019).

An information exchange allows the parties to decide whether and how to engage 
in a transaction. This means that platforms facilitate the exchange of information so 
that further transactions can occur. On some platforms, the exchange of informa-
tion can be the desired outcome; for example, forums (e.g. Craigslist, Reddit), while 
on other platforms, after exchanging information, the parties can decide to also ex-
change goods or services (e.g. eBay, YouTube, Uber). Depending on the category, the 
entire exchange process can happen within the platform, while in other cases, the 
exchange could be organized within the platform but continues outside of it. Finally, 
there can be an exchange of a value unit, which could be traditional currency (mon-
ey) or other types of desired value, such as in-app coins or attention in the form of 
likes, views and influence (Parker et al. 2016).
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1.1. Network effects 

One of the main features of platforms is the network effect, which can be used to 
benefit their user and usage growth. According to Parker et al. (2016), the network 
effect can be defined as the positive or negative change of a platform’s value in rela-
tion to the number of users of the platform. A platform that successfully generates 
network effects will not only increase its value for the user, but also the overall 
platform value; “in other words, when a user joins the platform, the value of the 
platform to all other users increases” (Posthumus 2017). Social networks are the 
most popular communication tools to attract potential customers now (Nadanyiova 
et al. 2020; Pop et al. 2021). Some social networks use controversial online marketing 
techniques to grow their market (Héder 2019).

Although the use of network effects within platforms seems more prominent to-
day, scholars began observing such effects as long ago as the 1970s, while a significant 
growth in network effect theories took place in the 1990s (Evans and Schmalensee 
2017). According to Parker et al. (2016), “positive network effects refer to the ability of 
a large, well-managed platform community to produce significant value for each user 
of the platform”. Belleflamme and Peitz (2016) discuss how network effects can be gen-
erated in quite different ways depending on who creates them and who is affected by 
them. A situation where two user groups affect each other is called a two-sided network 
effect (Evans and Schmalensee 2017). In this case, each user group is responsible for 
the attraction of the other, creating a consistent cycle of engagement and retention of 
users. One type of two-sided network effect is cross-side network effects, which occur 
when an increase of one user group affects the value of the platform for the opposite 
user group (Eisenmann et al. 2006). Two prominent examples of platforms that rely on 
cross-side network effects are Uber and eBay, where more possible passengers attract 
more drivers, more buyers attract more sellers, and vice-versa (Eisenmann et al. 2006). 

In contrast to cross-side network effects, same-side effects occur when an impact of 
users on one side of a network affects the value of the platform for that same side (Eisen-
mann et al. 2006). For example, social media platforms often create positive same-side 
effects through the amount of people active in their network (Petrovic 2010; Dabija et 
al. 2017; Sârbu et al. 2018; Atwell et al. 2019). Also, platforms like Uber or eBay use same-
side network effects to attract users because peer groups using the platforms result in 
the encouragement of more people to join the platform. Another example includes the 
facilitation of job searches through the usage of network effects (Lemke 2019). 

Careful curation of the value shared on the platform is needed to maintain the 
platform ecosystem (Grudin et al. 2019). The value creation on platforms is linked to 
network effects, attracting more-demanding consumers to the platforms when val-
ue is created, which again attracts more providers offering value (Hagiu and Yoffie 
2016; Ślusarczyk et al. 2020). However, it is important to understand how certain 
attributes contribute to customer satisfaction (Suzuki et al. 2019). These positive 
network effects create competition for the best price-value-combination, because 
charging or requiring payment can discourage the entry, participation, value cre-
ation and consumption, depending on where the charging occurs. It is therefore 
important to analyze the value that is being created, so that the right point of mon-
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etization can be found without harming a platform’s ecosystem. Platforms can be 
monetized by either generating revenue from the supply or the demand side of the 
platform, by the successful transactions between the two sides or through providing 
access to the whole community for external third parties, like advertisers (Posthu-
mus 2017). This means that users could be charged for access to the value created 
on the platform, producers could pay for the access to a community, both can be 
charged for the access to interactions, or both can pay for curation mechanisms that 
enhance the interactions (Parker et al. 2016). A successful user experience strategy 
must thus analyze the interactions of the users and the providers to identify the 
sources of excess value that the platform generates to select where the monetization 
can take place without inhibiting the growth by network effects (Durlauf 2019). 

1.2. Incentivization

In many cases, a platform can begin free or with a discounted pricing to generate 
the first network effects. Afterwards, it can move towards the “freemium” strategy 
of charging for extras. It can also have free or discounted prices for one side while 
the other side pays. These incentives usually occur when one side highly values the 
presence of the other side on the network (Parker et al. 2016). Monetary incentives 
can be a way to promote desired behaviours, such as survey responses (Hansen 
1980) or encouraging word-of-mouth referrals (Wirtz and Chew 2002). This effect is 
strong mainly when combined with social incentives and influence, as social inter-
actions are found to be particularly significant (Toker-Yildiz et al. 2017). 

Different incentives are used in crowdsourcing platforms as these are very high-
ly dependent on user participation. The incentives in crowdsourcing platforms 
are usually individual (self-learning, enjoyment and altruism), social or monetary, 
among others (Katmada et al. 2011; Pedregosa et al. 2020). Financial rewards trigger 
extrinsic motives to get compensation and can be a good option when social or in-
dividual rewards are missing (Blaškova et al. 2017). Crowdsourcing platforms often 
use monetary rewards combined with reputation systems or other incentives, such 
as self-marketing. Katmada et al. (2011) exemplify this with iStockPhotos, an online 
stock image platform, where users can submit their photos and receive commis-
sion. Financial rewards can increase participation but should be used with caution, 
as there is scepticism towards them, and they can decrease intrinsic motivation or 
push people to try to cheat the system. Using small monetary incentives as an ini-
tial motivating factor and then utilizing other rewards, such as prizes, to achieve 
sustained engagement can result in more sustainable results (Katmada et al. 2011).

2. Crowdfunding

Crowdfunding is a subcategory of crowdsourcing that was introduced by Howe 
(2006) and that can be used by organizations to gather monetary funds. Further-
more, the organizations seeking crowdfunding as well as the platforms connecting 
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the supporters and campaign organizers depend on the crowd. Generally, crowd-
sourcing follows the principles that external stakeholders are supporting the com-
pany by adopting core processes. This is the reason why crowdsourcing is seen as a 
combination of the concepts of the “crowd” and “outsourcing” (Opstal 2013, 86). In 
this regard, looking at crowdfunding, stakeholders are giving money to a project or 
a company. Crowdfunding can be split up into four different categories: donation-, 
lending-, reward- and equity-based crowdfunding. The basic principle involves a 
crowd of people (many single “crowdfunders”) giving money for a project or ven-
ture in response to a campaign run by the project organizer (most of the time the 
company or individual behind the project). While the basic principle is the same 
for all four crowdfunding categories, the types of interaction and transaction vary 
from crowdfunding category to category (Meyskens and Bird 2015; Gierczak et al. 
2016); e.g. donation-based crowdfunding aims at giving money to people and pro-
jects in need, while the aim for lending-based crowdfunders is to earn interest. Re-
ward-based crowdfunding benefits people by providing goods or services in return 
for their investment, while equity-based crowdfunding aims at a long-term relation-
ship and rewards, including a return of profits as well as co-determination (Agrawal 
et al. 2014; Pedregosa et al. 2020; Konhausner et al. 2021). 

Crowdfunding campaigns can have various levels of reach, from activating the 
global community to seeking support from a local group of people (Mollick 2014). By 
taking the potential conversion rate from lead to crowdfunder as well as the level of 
engagement of the targeted community into consideration, the campaign organizers 
can estimate the outcome of a proposed campaign. As diverse as the crowdfunding 
levels of reach are, the definitions of the crowd and, therefore, the implications of 
this are as well. The crowd can be a group of as few as two people, but also a commu-
nity of billions of users, such as Facebook users (Sternberg and Todd 1995).

The goals of crowdsourcing can vary from idea generation to support for product 
development, while the general goal of crowdfunding is primarily seen as a finan-
cial benefit for the project. Besides that, an additional benefit for project organizers 
can be identified in the marketing effect of the campaigns, namely shaping the pub-
lic image of the campaign object by communicating proactively about the campaign 
as well as the goal of the campaign (Friedman 2013; Konhäusner et al. 2021). The 
negative connotation of crowdfunding, which companies using crowdfunding often 
encounter, namely that one of the reasons why they are using crowdfunding could 
be that no bank, financial institution or investor is willing to give them money, can 
be countered with the positive, long-term effects delivered on the marketing side 
(Sayedi and Baghaie 2017; Pedregosa et al. 2020).

The crowd, nevertheless, must be able to see the clear benefit of the campaign 
to engage the crowd and to win their commitment (Belleflamme et al. 2014). This 
commitment can be differentiated between either the short-term or the long-term 
commitment of the crowd that a project organizer is aiming for. These differ to some 
degree, whereby short-term commitment can be accomplished by fulfilling the ba-
sic expectations on the return of the campaign, such as interest, goods or services, 
while long-term commitment embraces more factors, like communication and the 
integration of the crowdfunder. If the expectations of the crowdfunders are not met, 
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a project organizer might face a trust issue (Zheng et al. 2016; Hollowell et al. 2019). 
The best case would be to transform customers into long-term investors of the com-
pany (Ordanini et al. 2011).

For a project organizer, one of the first questions will be where to find potential 
supporters for his or her endeavour. Online platforms can disrupt different indus-
tries, where they offer a way to disintermediate processes and to reach new audi-
ences (Hagel et al. 2008). For the project organizer, the trust a community has in the 
selected platform can be of utmost importance as it can influence the success of the 
campaign (Moysidou and Hausberg 2019). The success is also directly influenced by 
the platform dynamics.

A typical crowdfunding campaign is, as pointed out, defined by supporters giving 
money via a platform to a project organizer (Lukkarinen et al. 2016). There is also 
the possibility of long-term relationships stemming out of crowdfunding campaigns, 
usually, if there is a long-term return involved. The question remains though: What 
would happen if a project organizer were to give back money to the supporters. This 
can normally be managed by the platforms where project organizers and support-
ers meet. The platforms could also, potentially, give a monetary incentivization to 
the users to engage on the platform.

3. Research Methodology 

After highlighting the characteristics of crowdfunding and describing the features 
of platform economics the linkage between platforms and crowds can be unidirec-
tionally explained: Crowds need platforms to interact and to participate in projects. 
On the other side, the need of platforms for crowds in terms of loyal users is im-
minent. Without users, the platforms will not attract new projects and will fail to 
acquire new users. In this regard, marketing for the platforms is one of the main 
components of a sustainable business approach. As platform research mainly focus-
es on network effects and the adaption of the traditional marketing mix (Sridhar et 
al. 2011), research on the option of a platform providing monetary incentivization 
to the crowd is lacking.

Thus, the research question arises: Which methods of monetary incentivization 
are used by platforms to attract, hold and engage users, i.e. the crowd? As this per-
spective is a new and innovative approach, a method is needed that can examine 
this phenomenon and extrapolate it to a bigger scope.

This paper uses the inductive empirical method based on grounded theory (Gla-
ser and Strauss 1967; Tie et al. 2019) to uncover empirically possible ways to mon-
etarily incentivize crowds on platforms. This method involves constructing and 
discussing theories based on the collection of data through various sources, such 
as interviews and observations (Faggiolani 2011). As for this paper, the aim was to 
gather data from different platforms (current platforms as well as on platforms that 
have gone out of business or changed their marketing strategy) that are or were 
using monetary means to incentivize their users to use and stick to the platform. 
This should then, in turn, lead to a categorization of the different strategies applied, 
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which can form key parts of an overall marketing strategy. Using grounded theory, 
the phenomenon of users’ individual decisions can be made more understandable 
(Aldiabat and Navenec 2011).

The data used in this empirical research was gathered by desk research and pro-
cessed according to grounded theory (see the underlined steps below, which are 
in accordance with Bernard and Ryan 2010). A total of 15 platforms from various 
industries were identified based on their industry relevance as well as the growth in 
their specific niches. Table 1 shows the selected platforms.

Table 1. Overview of the selected platforms

In the first step, the data of the platforms and businesses were descriptively ana-
lyzed and tagged with keywords (codes). The incident, as the typical observational 
unit of grounded theory (Glaser and Strauss 1967), is the use of monetary incentiv-
ization techniques to form/retain a crowd. The hypothesis for this grounded theory 
approach is that different clusters with objects having similar characteristics can 
be derived from the data gathered in the first step. The data were clustered into 
different groups according to the analysis of the shared characteristics (concepts). 
These clusters were named as categories in the last step and their common attrib-
utes were described. The research resulted in a theoretical approach with categories 
embracing the typical characteristics, which need further verification, indicating if 
they are generally applicable for platforms using monetary incentivization for en-
gaging their crowd. Further research steps have been gained and noted throughout 
the whole process.

4. Research Findings

The research is based on desk research that brought up 15 different cases, which 
are summarized in Table 2. Besides the case number in the table view of the de-
scriptive analysis of the platforms and businesses, the name of the platform and the 
marketing method of interaction with the crowd are highlighted. Also, the objective 
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that can be attributed to the specific method regarding the platform is pointed out. 
Furthermore, the incentivization is briefly qualitatively described by the authors 
and a rough starting point of time when the platform started using the method is 
noted down (step 1 – codes). References to the individual cases are directly included 
in Table 2.

The data was gathered by doing research on the relevant platform as well as on 
the marketing techniques used by the platform in the past and currently. The table 
has been filled with data including the incentivization method used by the platforms 
(in the form of a keyword), the maturity of the method (describing, if it is a short-term 
(up to two years), medium-term (up to five years), or long-term marketing (more 
than five years) approach), and an explanation of the incentivization approach in 
a descriptive form. The maturity was analyzed taking the observed incentivization 
objective and method used into consideration. Besides the date, where the specific 
method was first introduced or used on the platform as well as the primary objective 
of the method has been noted down in the table (e.g. user acquisition). According to 
Bernard and Ryan (2010), this step is the coding phase, which is the foundation of 
the grounded theory approach. 

The forum and communication platform Reddit engaged their community by of-
fering shares in their project, which can be seen as a long-term loyalty programme 
to strengthen the community and to carve out its user orientation even more. The 
announcement of promoting user involvement in this way echoed throughout the 
internet in 2014 (D’Orazio 2014).

As an experiment to grow faster and to acquire new users quicker, the payment 
service provider PayPal initially offered new users a free 5-dollar voucher for sign 
up. This is an example of a cost per action (CPA)method. The downside of this meth-
od for PayPal was that users were free to decide where they would spend the money, 
which led to a lot of new registrations, a massive amount of money spent in terms 
of vouchers, but a minimal engagement of users as many seemed to create new user 
accounts just to get the voucher, then leaving the account untouched afterwards 
(Parker et al. 2016; O’Connell 2020).

The social media platform TikTok uses a variety of different methods to acquire, 
retain and engage users on their platform. Many of the methods, which include a re-
ferral programme, a rewards programme and a creators’ fund, were introduced in 
2020 and TikTok believes they should lead to user and engagement growth (TikTok 
2020). The two gaming-focused equity-based crowdfunding platforms FatKat Club 
(planned launch in 2021) and Good Shepherd Entertainment are trying to target 
crowds that are supporting games. In contrast to general equity-based crowdfunding 
platforms, gaming-focused offerings tend to have a higher community engagement 
factor due to the nature of the subject matter. Both platforms offer rewards as well 
as revenue share and curation mechanisms, but FatKat is also open to non-accred-
ited investors, which would mean targeting a whole new audience (Pereira 2020; 
Good Shepherd Entertainment 2020). 
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Table 2a Overview from our platform research
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Table 2b Overview from our platform research
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Table 2c Overview from our platform research



Monetary Incentivization of Crowds by Platforms 

109

The hospitality disruptor Airbnb is focusing on user acquisition and engagement 
in the short term with an incentivization programme as well as a gamification ap-
proach (Chou 2019). One of their incentives is support for hosts to become verified 
for Airbnb. Another of their programmes takes advantage of gamification, by al-
lowing users to get T-Points whenever they book accommodation. This approach is 
currently in the test phase in Japan (Airbnb 2020). 

To acquire new users for its ride platform, Uber offers vouchers for the first ride as 
well as for referring new users. Moreover, there are temporary in-app discount offers 
for users coming back after a while away to encourage them to use the service again or 
to incentivize users to make longer trips during non-peak times (Miller 2016). Another 
major platform, auction platform eBay, has outsourced most of its campaign-specific 
marketing to the sellers themselves by providing them with the tools needed to pro-
mote their own articles that they put on sale on the platform. Thereby the users them-
selves drive new users and keep up the user engagement. Moreover, commission is 
paid to users who are referring new users who make a new sale (eBay 2020).

The food delivery platform GrubHub operates on a short-term cost per action 
(CPA) basis, offering 10 to 15 dollars in the form of a voucher for referring a new 
customer upon their first order. This method is quite common among food delivery 
platforms, although the voucher value of GrubHub is high and hence, the long-term 
orientation of the user commitment in that case could be questionable (GrubHub 
2020). The gaming console Xbox sold its hardware under production cost causing 
a negative profit margin just to grow its installed base of future users, who will 
then buy the games and subscribe to services. This medium-term strategy can be 
described as an indirect CPA (Tassi 2014; Parker et al. 2016).

Referral methods as well as gamification features can be found on the voucher 
platform Groupon, where users can earn points for participating in activities and 
can mediate new users. These techniques can also trigger competitive thinking and 
lead to more platform usage (Groupon 2020). Using an indirect CPA, language learn-
ing app Duolingo offers free premium membership months for referring new users. 
This is an indirect monetary investment, exchanging possible revenue for onboard-
ing new users (Duolingo 2020).

Similar methods can be seen being used at cloud-service provider Dropbox, which 
is offering free storage for referred users, while task-management tool Trello is giving 
away premium months for referrals. Calculating the value platforms spend for new 
users by incentivizing existing users with intangible services reveals the value refer-
rals have for platforms (Patkar 2015; Dropbox 2020). Social media platform WeAre8 
pays users money for using the platform and for staying loyal. Added gamification 
elements are also triggering higher user engagement (Brown 2014; WeAre8 2020).

5. Categorization and Discussions

Mutual characteristics of the datasets gathered were identified and clusters were 
formed (step 2 – concepts). These definitions of concepts lead to the formation of 
categories (step 3 – categories), which are presented here in a joint table with the 
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characteristics (see Table 3). Some of the datasets can be inserted into more than one 
category which validates the fuzzy transitions between methods.

Table 3 Data categorization (own creation)

The two most prevalent categories (both accounting for 40%) of monetary incen-
tivization of platforms for their respective crowds aim at retention as well as activa-
tion. Retention-driven approaches are aimed at a medium-term binding of users to 
keep the users in the ecosystem. The primary objective is to not let the user migrate 
to another platform rather than raising his or her engagement. This latter objective 
can be a positive side effect but is not the purpose of the activity. Keeping in mind 
that users are more difficult to win back than to keep in the system at nearly all costs 
(Bruhn 2016), platforms try to lock users into the system hoping for them to become 
more active and deliver more value.

Activation-driven approaches, on the other hand, use elements like gamification 
to raise the engagement of users in the long-term. Another objective is to trigger 
referrals caused by the belief of the users that the platform is adding value. Addi-
tionally, the design of the platform aims to deliver an enhanced user experience. 
Marketing-driven approaches (approximately 26% of the sample) aim at short-term 
user acquisition for the platform, ignoring the medium- to long-term value a user 
can bring to the community as well as to the company. Besides the effective use of 
word-of-mouth marketing’s low entry barriers benefit quick user-acquisition.

Approximately 13% of the datasets reviewed involved integration-driven ap-
proaches aimed at an intensive, long-term user dialogue. This can be triggered by 
integration of the user into the company as a shareholder or a close stakeholder. 
One of the reasons why this approach is not widely applied is that the long-term 
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consequences are unknown and cannot be assessed yet. Also, the benefits of such a 
close integration can be too blurry for companies to agree on this close partnership 
with the crowd.

Research in the platform field has also focused on the different categories men-
tioned. The results of this paper are complementary to the findings of Bezzubtse-
va and Ignatov (2013) in terms of the typology of users a collaboration platform is 
aiming for. Also, research has reported how mobility platforms are aiming to at-
tract more users through different means (Malzahn et al. 2020). Geng et al. (2019) 
point out that big data analysis can be used for the improving the user acquisition 
of industrial data platforms. Gutierrez-Leefmans and Holland (2019) highlight how 
platforms can be seen as business models for small- and medium-sized enterprises 
and focused their research on user retention by implementing an activity system. 
Granfeldt and Nyqvist (2019) concentrate on retention mechanisms for users on 
multisided platforms but did not take equity-based approaches into consideration. 
In terms of user activation, Lee and Kim (2019) propose a toy-focused approach for 
an open-source platform using a 3D printer for the community. As another aspect 
covered, the effects of message interactivity and platform self-disclosure on user 
activation were discussed by Adam and Klumpe (2019). 

Figure 1 Monetary user-incentivization categories for platforms (own concept)

From a scientific standpoint, this research adds to the research about platform 
dynamics from a monetary marketing perspective. It highlights the possibility that 
platforms can use direct monetary means to incentivize users to employ a platform 
and to engage on the platform. The approach aiming for user integration (by giv-
ing equity of the platform to different users) is a relatively new, innovative way 
to bind users, who are already emotionally loyal, to the platform economically for 
the long term. Out of the generated categories (see Table 3), a theoretical approach 
(step 4 of the grounded theory) can be derived, which is depicted in Figure 1. The 
four categories are plotted on a matrix consisting of the dimensions “risk affinity” 
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(of the platform owner) and timely orientation of the methods used for monetary 
user incentivization. The risk affinity is derived from the depth of the integration of 
the user into the ecosystem of the platform. As a user is only slightly involved in the 
platform if newly acquired, but heavily involved if he/she owns equity in the plat-
form, these two categories form the outer layers. The respective size of the depicted 
spheres shows the observed quantity of the respective category.

Risk affinity in the model is observed from the perspective of the platform own-
er. The more the platform ecosystem is open towards the community and the more 
impact the crowd can have, the higher the risk for the platform it may lose control 
or may become even more dependent on the community. The short-term acquisition 
of users without long-term engagement leads, therefore, to a minimum risk for the 
platform, while giving a voice to the community, while integrating them deeply into 
the business model raises the risk.

6. Conclusions

Rather than using crowdfunding to finance platforms, the managers of platform 
businesses are now asked to proactively act to retain high-potential users who can 
help secure the long-term success of the venture. To win the “battle” for users on 
the platform market, platform owners are called to “arms”, attempting and utilizing 
new methods in marketing, such as monetary incentivization, to foster all aspects 
of their interaction with the user, from acquisition over activation and retention to 
intra-company integration.

This information can be useful for managers when assessing at what point of the 
marketing strategy they currently are and how offering monetary incentives can 
support them to reach the company goals. It is interesting to see how more com-
panies are opting for using monetary incentives to reach their medium-term goals 
of retention and activation, with a moderate risk, followed by acquisition and ad-
dressing short-term goals. On the other side, long-term objectives can be difficult to 
measure, making them less attractive for brands.

Among the limitations of the present study, we can highlight the fact that the re-
search focused only on successful international platforms. A further look at smaller 
platforms acting on certain national or regional markets could reveal new infor-
mation. Furthermore, the dimensions for the time pattern as well as risk affinity 
in the theoretical approach could be discussed critically. Additionally, as shown in 
the literature review section, many businesses are acting like platforms themselves 
already, but were not considered in this research as they are not categorized as pure 
platform businesses. 

The research shows that many platforms tend to focus on short- to medium-term 
methods to acquire new users rather than engaging with existing users for the long 
term and acting on their experience and loyalty to the platform, which could – in 
return – lead to a higher value creation and a higher return than from unpredictable 
new users. Further research will show if there is a trend towards user integration on 
platforms in the future. It would be interesting to see how the distribution of incen-
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tivization methods among platforms has changed and will further change over time. 
Another approach for further research would be to add cultural dimensions to the 
model, such as the origin of the platform or the respective management. Further-
more, users could be interviewed about their motivation for engaging in a platform, 
which could be passive (as in reading only) or active (as in influencing the business 
actively). The most interesting questions after all could be, who benefits most out 
of the integration-driven approach in the long run – the platform or the user – and 
what are the main positive outcomes of this innovative method?
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AI and the resurrection of Technological Determinism

This paper elaborates on the connection between the AI regulation fever and the 
generic concept of Social Control of Technology. According to this analysis, the am-
plitude of the regulatory efforts may reflect the lock-in potential of the technology 
in question. Technological lock-in refers to the ability of a limited set of actors to 
force subsequent generations onto a certain technological trajectory, hence evoking 
a new interpretation of Technological Determinism. The nature of digital machines 
amplifies their lock-in potential as the multiplication and reuse of such technology 
is typically almost cost-free. I sketch out how AI takes this to a new level because it 
can be software and an autonomous agent simultaneously.
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Introduction

In this paper I argue that the current wave of Artificial Intelligence Ethics Guidelines 
can be understood as desperate attempts to achieve social control over a technology 
that appears to be as autonomous as no other. While efforts at the social control of 
technology are nothing new, AI with its unique nature may very well be the most re-
sistant to such control, which validates the amount of attention the question receives.

However, should regulatory attempts fail, future society may be determined by the 
nature of this technology, dread many thinkers. There is an attitude/historiographic 
methodology called “technological determinism”, which has been widely criticized 
and almost completely dissected since the second half of the 20th century. This attitude 
is recurrent again in the case of AI, and perhaps has found a more solid footing there. 

One pillar of technological determinism is a perceived inevitability about the 
direction of technological progress, which, like gravity, tends towards ever higher 
efficiency, and trying to resist it for long is a fool’s gambit. The other pillar is that this 
predetermined nature of technological evolution acts as an exogenous force on soci-
ety and causes it to change. In other words, technology progresses following its own 
internal logic and society is restructured as a side effect of this. Consequently, hu-
manity trades its potential for being a Being for an Iron Cage, where only mass-pro-
duced Whipped Cream is available but not the real thing.1

Social scientists and critically minded philosophers ever since the sociological turn 
– sometime around the sixties – came up with one case study after another that all 
showed the surprising causal powers of persons or groups of people on the trajectory 
of technology. These investigations indicated the reverse of the deterministic view. It 
appeared that the idiosyncratic decisions of some humans – rooted in their culture, 
world view, office politics and other factors of this kind, but not in technological rea-
soning – acted as an exogenous force on technology, rather than the other way around.

For the sake of understanding the relationship between AI and society, this article 
reconstructs the technological determinist position and investigates the aftermath 
of the technological determinism debate. On the surface, it might appear that the 
case is closed and social constructionism has won; at least that the stronger formu-
lations of technological determinism cannot be maintained against the decisive ev-
idence from several case studies. Yet, the general attitude of the deterministic view 
seems to be resurfacing in discussions around climate change, the effects of social 
media, and so on. Maybe this is only because of the lack of awareness of the deter-
minism debate and its outcome. But could it also be that some of these technological 
trajectories – AI being one – are different? 

After reviewing the technological determinism landscape, we venture further to 
examine the notions of technological lock-in, the irreversibility of technology and 
the existential risk of technology. These seem to suggest that while technology may 
be indeed socially constructed at a given point in time, later generations have lim-
ited freedom in re-interpreting it or phasing it out. In this way, technology may be-

1 The author apologizes for the conflation of references to Martin Heidegger (1952), Max Weber 
(1904) and Albert Borgmann (2003).
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come an inter-generational tool of power by which earlier generations determine 
some important aspects of – and even limit the boundaries for – later societies: a 
possible new type of technological determinism.

The fundamentals of Technological Determinism

Technological determinism refers to the notion that technology shapes society and 
culture. There is no canon definition for this, rather there are several versions that 
share a family resemblance with each other. Arguably, the most extreme, hard form 
of technological determinism, in which there is no place for social control, is quite 
difficult to defend and as a result it would be hard to find even a handful of serious 
proponents for it. But the non-existence of the phenomenon is equally implausible. 
Therefore, technological determinism concepts must be distributed on a scale be-
tween these two extremes of full determinism and full indeterminism.

As we look for common features among the several formulations of technological 
determinism, we will find a claim about causation and another about imbalance. 
The first claim considers how a given technology – or sometimes the technologically 
modern state of affairs in general, i.e. a technological milieu (Ellul 1964) – can be a 
cause and a feature of an aspect of society (usually a negative one, like the loss of 
freedom) that arises as an effect of that cause. 

The notion of determinism should evoke certain metaphysical concepts. Indeed, 
some metaphysical theories argue for a completely deterministic view of the uni-
verse and therefore every feature of it. Most variants of these theories, and certainly 
the technological one, are causal determinisms.

If we attempted to interpret technological determinism in this wider framework, 
perhaps we could point to some causal chains of such a world, in which the role 
of a technological artefact precedes a change in a feature of society, and hence the 
cause-and-consequence sequence would be established. The problem of the deter-
ministic world is often discussed in the debate around free will. 

But this is usually not how a technological deterministic debate is structured. In-
stead, such debate tends to sidestep the metaphysical question, or at least assume a 
world where freedom is at least a theoretical possibility, not dive into the question of 
whether this means an indeterminate world or a compatibilist (where determinism 
and freedom can coexist) universe. 

While not engaging with the free will problem, the critiques of technological 
determinism tend to rely on another concept of modern philosophy, namely un-
derdetermination, and the Duhem–Quine thesis of it (Bloor 1991). However, for the 
purposes of this chapter, it is important to note that underdetermination is primar-
ily considered an epistemic concept.

Besides the freedom of people, as a value that is worth being worried about, de-
bate around technological determinism also often includes a notion of the autonomy 
of technology. This notion of autonomy is even less contrasted with the fundamental 
question about the deterministic or indeterministic nature of the world as much as 
the freedom of people. Instead, the autonomy of technology is discussed at the level 
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of history and of society, as a relative term, as in technology is free from human 
control, even in Latour’s actor-network theory (Latour 2013), where he introduces 
elements of science and technology as non-human agents.

The second claim, the one about imbalance, grants stronger, more dominant 
causal powers for technology in comparison with society or culture. This clause is 
necessary, because it is evident that consumer behaviour, the inventor’s and cor-
porate decisions, technology regulation and other venues of human agency – and 
therefore social control – do have a causal effect on technological artefacts and tech-
nological development. Since that is hard to deny, a technological determinist posi-
tion needs to claim that the role of technology is still more dominant. In spite of all 
the factors above, this tends to be the decisive factor. This is why, in a technological 
determinist view, the nature or essence of technology has such big importance: that 
its essence will eventually manifest itself in the character of society.

However, the case studies from STS and other historic accounts serve as convinc-
ing arguments that there is not much point in talking about this issue in very broad, 
generic terms. Except from some extreme forms of the technological determinist po-
sition, the determining powers of technology should differ from case to case, place 
to place and perhaps even between different historical ages. So a well-formulated 
technologically deterministic position should state which particular technology has 
a causal effect on which particular feature of society or culture, instead of making 
categorical claims about the supremacy of technology in general. 

This does not mean that general claims cannot be found. Ellul’s (1964) techno-
logical milieu concept discusses technologically advanced societies, while occasion-
ally showing some concrete examples of the stated problems. Feenberg (2009) also 
operates with a concept of technological hegemony, which serves as an ambient 
background that is beneficial for the causal powers of technology. In this respect his 
position is similar to Borgmann (2003), who also discusses general tendencies, albeit 
in a very nuanced manner.

Also, the versions of the theory vary around the role of different groups of peo-
ple. It is possible to construct theories in which technological, political or econom-
ical elites escape being determined by technology, or they may even determine the 
life of others through technology. Based on this differentiation, the elements of a 
technologically deterministic theory are often found in political philosophies, like 
Marxism and its successors, that partially reject and partially elaborate it, like the 
Frankfurt school, just as well as in other technocratic views of the world. 

The stakes of this question are very high since the answer obviously is an input 
for social organization. A view of the possibilities of taming technology can rein-
force our approach to AI among other high-potential technologies.

Cases of social control

There are several supposed examples of technological determinism throughout his-
tory. One that is widely stated is the effect of the invention of the printing press on 
the politics of organized religion on the European continent, or simply put, how 



AI and the resurrection of Technological Determinism 

123

book printing led to reformation. Another example has to do with the invention 
of the stirrup and feudalism. Yet another concerns gunpowder technology and the 
colonization of the world by European empires. These accounts of course do not 
withstand the scrutiny of a more detailed economic–sociological analysis. They usu-
ally neglect the possibility of the sociological context having an equally large causal 
effect on the invention than the invention has on the society. As pointed out in the 
previous section, in technological determinism it is implied that technology is the 
dominant force, not the co-evolution of science and technology as equals. 

Another issue with these historic examples is that they do not report on negative 
cases equally, hence violating the well-known principle of symmetry. Bijker, Hughes 
and Pinch (1992) and other social constructionists of technology use this method-
ological maxim, inherited and adapted from the strong programme, to describe 
the necessity of treating technological failures and successes with equal attention. 
In our context, this would mean contrasting those cases in which a technological 
breakthrough apparently led to social change with those other cases where a similar 
technological advancement did not have the same effect. 

The use of gunpowder is a very good example for highlighting the need to con-
sider social factors. Pioneered in medieval China, and later adapted by Japan, the 
Ottoman Empire, the Russian Empire and many others, it did not lead to the same 
social transformation in those regions as in Europe (Hoffman 2012). So other factors 
must have been at play. This evidences the necessity for the presence of certain so-
cial conditions for change to happen. 

If that is the case, we cannot think about these issues with a monocausalistic 
model anymore. That is, we cannot further maintain that technology is the sole 
cause of change in these cases, and if it has to share this role with several social 
factors; thereby the dominance of technology, as encapsulated in the technological 
determinism concept, is again lost. 

And in truth, the social factors are plentiful. Religion and ideology is one obvious 
candidate to enhance or hinder the acceptance of technological change. Wage levels 
are often seen as a necessary condition for labour-saving capital expense. War is of-
ten cited as a catalyst of technological breakthroughs; albeit if all for the wrong rea-
sons. Also technological determinism not only has to share its influence with social 
factors but possibly with other forms of determinisms too. For instance, geographi-
cal determinism suggests that being on a certain spot on the planet may be decisive. 
The inhabitants of Easter Island had to face challenges because of the nature of their 
habitat, just as the Europeans who were denied access to Middle-Eastern trading 
routes, or the British with access to coal but with the necessity to pump out the water 
from the shafts; for which, steam power proved to be handy. 

Most thinkers when confronted with the implausibility of the extreme positions 
around technological determinism tend to seek a middle ground. Some thinkers con-
sider their position more in line a form of soft technological determinism (Dusek 
2006, Heilbroner 1967). 

Another way to find the middle ground is through considering the concept of un-
derdetermination, as Andrew Feenberg does. This solution is especially interesting 
as it focuses on the co-causal powers of technology and human agency. This view 
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allows for a theoretician to appreciate the difference between a passive and an tech-
no-politically conscious society. 

Feenberg acknowledges that technology, if left alone, has inherently anti-demo-
cratic tendencies. He further claims that as more and more social activities become 
mediated by technology, those tendencies will gain more room to flourish. There-
fore, if technology is left alone – instead of actively developing a critical view about 
it – our freedom will indeed diminish. This is why Feenberg argues for actively in-
jecting democracy into technology and into the technologically mediated areas of 
life (which are more and more as time progresses); even in areas that were previ-
ously thought off-limits for democratic decision-making, like in a factory.

However, Feenberg argues, this really needs to be actively pursued, in order to 
avoid a natural tendency of society towards becoming ever-more technocratic, and 
hence less democratic. This means that in his model of the world, change will still 
happen, but without an active, conscious agency of humans, but also, that without 
the timely, active participation, our window of opportunity may be lost for ensuring 
control of that change. Based on this framing, Stump (2006) categorizes Feenberg’s 
view as one that still involves the essentialism of technology. 

While Feenberg never uses the following particular terminology from the phi-
losophy of technology, the possibility he explores depends on the co-causation 
model of social change. In this, there is room for humans to work as a causal com-
ponent to counterbalance the anti-democratic causal component that technology 
represents.

 

The Social Construction of Technology

By describing society as a co-causative factor, we can overcome another determin-
istic concept, the supposed “trade-off” situation of technology adoption. This con-
siders that society has to make a tough decision about technology: it either uses the 
technology and suffers its side effects, or it does not adopt it and may be harmed by 
missing out on the potential advantages and economic growth the technology could 
bring. This description of the technology adoption problem makes society look ex-
ternal to the technological change; in effect, a mere bystander that needs to make up 
its mind about a new situation it may find itself in.

The contrary of the trade-off view is Constructivism, or the Social Construction of 
Technology (SCOT). This position sees the direction of technological change as being 
underdetermined by mathematics, the laws of nature, or other non-negotiable fea-
tures of our universe. And if this is undetermined, it means there is room for society 
to manoeuvre. It has to be noted, that instead of the concepts of underdetermination 
and co-causation, as commonly used in the philosophy of science, the sociologists 
who explore this situation tend to rely on expressions from the philosophy of lan-
guage. As a result, technology is subject to “interpretation” in this terminology. The 
outcome of this interpretation, of course, is to a great extent up to the users of the 
language. Translating the analogy for the question at hand yields that the outcome 
of technological change is up to the makers and users of the technology. 
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Yet another linguistic concept is the hermeneutics of technology: an iterative in-
terpretation process that society exercises when adopting a new technology. In the 
context of this process, technical objects have two hermeneutic dimensions. Their 
social meaning, which is established in a manner that may even be called argumen-
tative, and this defines what kind of role an object may play in the lifestyles of its 
users. This approach counters the second dimension related functionalism, which 
considers objects in an inherently de-contextualized manner and views technical 
objects as neutral means to achieving certain ends that are fundamentally external 
to the object. Feenberg, by re-contextualizing technology in its social environment, 
breaks down a hidden assumption behind technological determinism: that rational-
ity is culture-independent. 

And if that is not the case, it is also impossible that the trajectory of techno-
logical development, which supposedly is about always picking the most rational 
means to achieve ever-increasing efficiency, is set in the stars. Such rationality will 
now depend on the social context, and at this point, democratic rationalization is a 
straightforward possibility and just requires a cultural preference for technological 
development.

The important conclusion of the above arguments for the possibility of social con-
trol over technology is that when it comes to the ontology of technical artefacts, we 
cannot maintain that one kind of aspect – like functionality or rationality in reach-
ing a goal – is inherent, while other kinds – like social meaning or preferences – are 
assigned just in the observer’s mind. Instead, we must conclude that these aspects 
are equally essential to the given artefact. This is the “double aspect theory”. If there 
is an unreflexive interpretation process – that is, an interpretation that does not ac-
knowledge that it analyzes the objects with completely idiosyncratic preconceptions 
of effectiveness – technology will indeed appear as an external force on society. 

This raises the question on whether anything has actually fundamentally changed 
our “modern world”, meaning our digital, virtual, and industrialized worlds. This 
question is crucial, since humanity has always been technical – in fact, elaborated tool 
usage is a common milestone in the historical accounts of the evolution of our species.

Increasingly powerful technologies

In the first waves of the technological determinism debate, the autonomy of tech-
nology meant an abstract situation in which the nature of technology keeps relent-
lessly manifesting itself though the rationalization efforts of humans. We saw how 
the double aspect theory questioned whether this is inevitable. However, what if 
a technology – several instances of it to be more precise – is more literally autono-
mous, like AI? My argument is that in this case we have to deal with technology of 
a different nature, rendering most of the constructionist arguments irrelevant. But 
before we get there, it is best to build up a picture through considering other, equally 
recent, technological achievements.

Take social media. In the 2020s, it is a common argument that the nature of polit-
ical campaigning has drastically changed thanks to this technology and that its users 
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grip on reality may already be incorrigibly broken. This is a picture in which the 
medium dominates the discourse, which has fuelled renewed interest in the works 
of McLuhan, somebody who is usually categorized as a technological determinist, 
but who later in his career softened his stance somewhat.

On the internet, and particularly social media, there is support for seemingly any 
claim no matter how far-fetched with reports on evidence that would seemingly cor-
roborate it. This is just another form of increase in control – paradoxically, we seem 
to be able to control and entrench our own beliefs even by tendentiously selecting 
the content we consume. But the control is not evenly distributed, it is affected by AI 
and somewhat determined by our biology. In criticisms of social media, references 
about how we are being manipulated through targeting our dopamine centres are 
common.

The time dimension of being dominated this way is especially interesting. In the 
case of social media, it has been stated that it takes sustained conditioning over some 
amount of time to arrive at a drastically polarized society, in which the camps are 
not capable of having discourse anymore due to their incompatible perceived real-
ities and semantics. At this point, the positions become so entrenched that it seems 
there is no way back anymore. 

The time horizon appears to be even more important as we arrive at technologies 
that are able to change the environment, cause climate warming and environmen-
tal pollution in general. Here the urgency for action is derived from the predictions 
that the window of opportunity is closing – in fact, for the most positive scenarios 
it has already slammed shut. The immediate importance of this topic was already 
evident and the situation seemed already dire in 1999 when Feenberg’s Questioning 
Technology (2009) dedicated a chapter to environmentalism and the surrounding 
politics. Andrew Light (2006) added interesting further thoughts to the debate that 
the chapter analyzes. 

I think that the very urgency that everybody exhibits around the issue of the en-
vironment and global warming illustrates a realization of the possibility of irreversi-
ble negative change. But that irreversibility in turn means that the world is changing 
in a way that the arguments against technological determinism and on behalf of 
social control become less and less convincing.

This evokes a concept that is reasonably present in the management and history 
of technology but curiously underrepresented in science and technology studies. 

The concept in question is technological lock-in. 
Based on the terminology of the previous sections, we can summarize technolog-

ical lock-in as a process where the possibility of change technology is gradually lost 
as the window for modifications becomes closed.

There are multiple reasons for this. David (1985) identifies technological co-de-
pendence, economies of scale and irredeemable investments as key reasons. This is 
expanded by Cowan and Hultén (1996) with several new factors, like the necessity 
of a crisis, regulation, and technological breakthroughs for changing an incumbent 
technology, while the lack of these means the status quo being sustained. Foxon 
(2014) further elaborates the role of institutions and the epistemic aspect in general. 

It seems logical that a concept of irreversibility is necessary for explaining how 
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the unfortunate situation of technological lock-in may occur. In the next section, we 
take the case of irreversibility to the extreme.

AI enters the scene

As the presence of new technology in our everyday life increases, sometimes the 
general public may suddenly become alarmed by its towering presence. It is not 
clear when exactly this happens. For instance, in the last years of the 2010s several 
regulation efforts all around the world were launched to handle the ethics of Artifi-
cial Intelligence. Global institutions like UNESCO, professional bodies like the IEEE 
(2019) and the European Union (2020), and several other organizations and compa-
nies made declarations in this area in or close to 2019 (Héder 2020). Their urgency 
appeared quite similar to what we are experiencing around global warming, and I 
argue that the reason is the same: AI has a tremendous lock-in potential.2 

There are several factors that make AI especially prone to being locked in.
First, AI is software. Like with any software, the cost of “manufacturing” – pro-

ducing more instances of the same design, which is copying in this case – is ridic-
ulously low; indeed in most cases, completely negligible. And yet, a profit may be 
realized on each “unit” or licence, meaning that creating well-received software can 
be extremely lucrative – write once, derive profits over and over again. Indeed, the 
most successful track for social mobility seems to be creating and owning software 
and related IT. Many of the wealthiest people in the world, unless inheritance was in 
play, rose up by developing some successful software – think of Gates, Bezos, Musk, 
Zuckerberg, etc. And, of course, thanks to the internet, not only “manufacturing” but 
also “delivery” (downloading) is basically costless with software.

This means that if in the future a problem class is quite successfully solved by a 
piece of AI software that is also reasonably available – free or cheap, considering the 
value – then there will not be much incentive to develop alternatives. In reality, this 
rarely means a complete monopoly over a problem class and there is always a small 
number of commercial and some open-source competitors, but if we think about 
it, many categories of software today are covered by extremely few options. Think 
about the number of pdf readers or web browsers you use. There is more than one, 
but the list ends surprisingly quickly, and there is also the fact that some of these are 
really the same under the hood, but with different interfaces. 

If the software in question is also free and open source with a licence that is 
compatible with most interests, the dominance of one single solution can become 
extreme. A case in point is the Linux kernel that is present in any android-powered 
device and that serves the overwhelming majority of web pages and can be found 
in billions of smart appliances. It really is like a stick-and-carrot situation – writing 
your own operating system is insurmountable except for the largest institutions, 
while on the other hand, reusing what is already there is free. Now, this only means 

2 There are, of course, other theories as to explain the sudden surge in AI ethics, like the extension of 
Politics to regulation (Gyulai and Ujlaki 2021), or simple „ethics washing” (Vică et al. 2021).
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that the people that have a say in the development of the software in question have 
an oversized control over an entire industry, so they need to be engaged on various 
platforms in order to achieve the social control of technology. However, the situa-
tion is worse than that. In fact, many of these projects are inter-generational and the 
current shepherds of any single technology may have limited control over the trajec-
tory of software, especially if the software is already ubiquitous and any significant 
rewrite would require more effort than the current generation can offer.

On top of the digital nature of software – which I argue, is enhancing its lock-
in propensity – there is now the phenomenon of Software-as-a-Service (SaaS, or, 
vaguely, the “cloud”), which mobilizes economies of scale, in this case for data. This 
elevates the lock-in potential of software to an entirely new level. By aggregating 
several users and use cases, companies offering SaaS can leverage the network effect 
between those users for their own benefit. While copying and delivering software is 
negligibly cheap, there is still a cost to using non-SaaS software, mainly installation 
and maintenance costs. With SaaS, these costs, too, are greatly reduced. This creates 
situations akin to natural monopolies: the author of this paper surveys his Ethics 
of AI students each semester, and always finds that there is a 100% penetration of 
Gmail among the students surveyed. This is despite the fact that really absolutely 
nothing prevents anyone from running a similar service. 

The already unusually ample lock-in potential of the combination of software 
with the internet (SaaS) is further enhanced by a particular feature of AI: the need 
for data for machine learning. Artificial Intelligence delivered as SaaS has a unique 
potential that no other distribution method can match. Therefore, we can expect, 
with some confidence, that whenever a SaaS AI becomes sufficiently good in the tar-
geted problem space – e.g. a translator or proofreader solution – then it will become 
simply uneconomical to compete against it.

Finally, this picture would be completed with the possibility of a self-enhanc-
ing, ever-more autonomous SaaS AI, which is really one of the promises of machine 
learning. This would enable over time opening a gap between any new contenders 
and an established solution in a problem space – for the benefit of the incumbent. 

An autonomous – which in this case only means self-driven, proactive intelligent 
behaviour – AI agent present entirely different problems for social control. Regard-
less of what phenomenological state we ascribe to such an agent, the interactive na-
ture of such machines will make them actors rather than mere objects. Suddenly, in 
the debate around technological determinism, these agents may appear on the other 
side of the equation, the one that has so far been reserved for humans only. And this 
truly counts as the resurrection of the technological determinism debate.

Discussion

This article summarized some of the positions around technological determinism 
for understanding the reception of contemporary AI. To analyze the various shades 
of technological indeterminism and social control, we used – sometimes inspired by 
the STS literature itself – the terminology from the philosophy of science, namely the 
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epistemic concept of underdetermination, the criticism of monocausation and the 
arguments for co-causation in place of it. 

However, the Quineian arguments for the undefeatable underdetermination of 
theories by empiria are not arguments for the underdetermination of change by all 
the factors that we cannot control. In fact, there is no guarantee that all the relevant 
processes we care about – for instance, change in society – will always be controlla-
ble as well. 

In this article, I explored a dynamic view of the balance between the primacy 
of technological and social factors. Specifically, I posited the question of whether 
this may shift over time, and not to the advantage of society. This idea of course 
is nothing new: irreversible environmental change and technological lock-in have 
both been commonly discussed for several decades. It is a fair and existential ques-
tion then whether the means of technological power and social control are in such 
an imbalance. 

The nature of scientific knowledge and engineering knowledge – that it is easier 
to reuse than to discover, easier to copy than to design – suggests that it is easier 
to increase the general level of technological prowess than to decrease it. In other 
words, the margin cost of reusing knowledge is diminishingly low. Extrapolating 
this thought to digital technology, we found that AI is especially interesting, since the 
multiplication and reuse of such technology is typically almost cost-free.

I sketched out how AI could be such a technology, by the virtue of it being soft-
ware, but more specifically Software-as-a-Service. This enhances the lock-in poten-
tial of AI as all the necessary conditions of technological lock-in are present: fast 
dissemination and an uncommonly strong economical factor for reuse instead of 
re-creation, turbo-charged with the economies of centralized data collection for the 
sake of machine learning. 

Finally, I touched on the question of whether technology can have actual agen-
cy, instead of the metaphorical agency the proponents of technological determin-
ism have suggested before. This would mean AI agents appearing as relevant social 
groups in the shaping of their own trajectory, and thereby completely re-framing the 
debate of technological determinism.
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